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1 Introduction

The inability to observe a macroscopic object to behave quantum mechanically has puzzled scientists since the quantum theory has been properly formulated. In 1935, Schrödinger demonstrated an apparent absurdity of quantum mechanics if applied at a macroscopic scale by formulating his famous thought experiment, in which a cat would exist in a quantum superposition of being dead and alive [1]. Our everyday experience suggests that some sort of transition between the realm of quantum mechanics and our classical world must take place. Different viewpoints have been advocated about how this quantum-classical transition can be understood (see [2] for an excellent overview), but until today, the debate was mostly of theoretical nature, since no testable experimental verification or falsification of any of the various interpretations seemed possible or within reach.

Recent experimental advances have allowed to study and verify quantum effects in relatively large systems. In molecular quantum interferometry quantum superpositions of C_{60} molecules have been created [3]. In superconducting electrical systems, superpositions of different electrical current states have been achieved [4, 5]. Currently, optomechanical setups are being widely explored, since they potentially allow to observe quantum effects in mechanical systems. Proposals include cooling mechanical modes to their quantum ground state [6, 7, 8, 9, 10], observing discrete quantum jumps [11], entangling mechanical oscillators to each other [12, 13, 14] or to optical modes [15, 16], and many more [17, 18, 19, 20]. In this work, we analyse in detail the proposed experiment by Marshall et al. [21] which aims to create a quantum superposition state of a massive mirror attached to a cantilever, hence realizing a so-called “Schrödinger cat state” of an object consisting of approximately 10^{14} atoms with a mass of about 10^{-12}kg. Such large and massive objects have never before been observed in a quantum superposition. The experiment thus aims to provide a test of quantum mechanics at an entirely unexplored scale. It could therefore also shed light on the quantum-classical transition, in particular regarding a possible breakdown of the quantum mechanical formalism which might be induced by gravity [22].

The idea of the experiment is to use a quantum system, a single photon, to create and read out a superposition state of a much larger system, a tiny mirror attached to a micro-cantilever. The superposition state of the mirror on the cantilever is monitored indirectly, through the quantum interference effects of the photon. In practice, fabricating various necessary parts and performing the experiment poses a significant challenge, but it is within the reach of current technology. The setup is currently in preparation, figure 1 shows a state of the art cantilever with a micro-mirror glued onto, which has been fabricated in 2005.

In this thesis we present a review and a thorough analysis of the proposed experiment. Our goal is to address some important theoretical aspects which have not been considered in detail previously [19, 21, 23]. We discuss here the effect of a finite temperature of the cantilever and show how it affects the experimental outcome and its interpretation. The degree of non-classicality is analysed in phase space and we provide an upper bound on the tolerable temperatures of the mirror, which is important for an unambiguous demonstration of quantum effects. We also investigate different sources of decoherence and their effect on the experiment. We consider dissipation from the cantilever into other modes or into the bulk to which it is attached, thermal fluctuations of those phononic modes and also an external scattering environment. The possibility of measuring a gravitationally induced wavefunction collapse is also discussed at the end of the thesis.

This work is structured in the following way: In chapter 2 we give an introduction to a
possible gravitationally induced quantum-classical transition, which serves as a motivation for the rest of the thesis. We then present a detailed quantum mechanical analysis of the proposed experiment and discuss its various aspects in chapter 3. In chapter 4 we analyse the experiment in phase space which provides a way to quantify the transition from a quantum to a classical description. We discuss the influence of the environment on the experiment in chapter 5, where we calculate the decoherence times due to dissipation, thermal fluctuations and scattering from surrounding particles. Then we discuss the prospects of measuring a gravitationally induced collapse of the wavefunction in chapter 6. Chapter 7 gives a summary of the results and provides an outlook to current related research topics. Some results presented in this thesis have been published in [24].

Figure 1: The figures show a micro-fabricated tiny mirror attached to a silicon cantilever. It was used in [25] to demonstrate optical cooling of a mechanical mode. The mirror has the size of about 10 µm, and the cantilever’s center of mass frequency is \( \omega_c = 2\pi \times 1\text{kHz} \).
2 Gravitationally Induced Wavefunction Collapse

The idea that gravity might play a role in the quantum-classical transition dates back to Feynman from his seminal lectures on gravity [26]. This idea has been taken up by F. Károlyházy [27] and further developed by L. Diósi [28, 29] and R. Penrose [22, 30, 31]. Penrose’s approach was to study in detail the conflict between the underlying principles of quantum mechanics and Einstein’s general theory of relativity, rather than proposing a dynamical mechanism that leads to a quantum state reduction. His conclusion is that the incompatibility between those two theories must lead to a transition from unitary quantum evolution to a non-unitary and more general description as the mass is increased. General relativistic effects will start to play a role as one increases the mass and according to Penrose this will result in a breakdown of quantum unitarity. Without knowing the exact theory, one would expect at least a decay of quantum superpositions which would provide a natural quantum-classical transition. In this section we briefly summarize Penrose’s arguments [22, 31].

At the core of Einstein’s theory of relativity lies the principle of covariance. It implies that all physical laws must be independent of the coordinates we use. In a more mathematical language, a space-time can be represented by a tensor field $g_{\mu\nu}$ on a manifold $M$ and a coordinate transformation takes place through a diffeomorphism $\Phi: M \rightarrow N$. The covariance principle is simply a diffeomorphism invariance: Physical laws must not change if a diffeomorphism is applied, hence $M$ and $N$ are physically indistinguishable. This represents the gauge invariance of GR, the freedom to choose any coordinate labelling. For example, we can choose a specific metric $g_{\mu\nu}$ to describe the space-time manifold, but this corresponds to fixing the gauge. We are thus free to choose any other metric which is related by a diffeomorphism to $g_{\mu\nu}$, and it would describe the same space-time and lead to the same physical laws.

This implies that a diffeomorphism cannot relate two physically different manifolds, so we cannot identify two distinct space-times in a coordinate independent way. There is no way of “comparing” a space-time described by a metric $g_{\mu\nu}$ with a completely different space-time described by $\tilde{g}_{\mu\nu}$, since there cannot be any diffeomorphism relating those two metric tensors. Physical events can only occur in any of the two space-times individually, but one cannot describe an event in $g_{\mu\nu}$ in terms of the coordinates of $\tilde{g}_{\mu\nu}$, since it refers to a completely different manifold. That is to say, no pointwise identification is possible between two different space-times.

Now let us consider a quantum system which is evolving according to Schrödinger’s equation. Usually in quantum mechanics, one assumes a background space-time on which the physical events take place. The full description including the space-time itself would require an understanding of quantum gravity, and we are not concerned about the details of such a theory. However, let us assume the simple case where the object under investigation is a massive particle. If we want to include all properties of the particle in something like a wavefunction $|\Psi\rangle$, we need to include its gravitational field in such a description as well, independent on how the exact theory would look like.

The idea is to consider what happens in principle once a massive particle is put into a spatial superposition, of being, say, in position A and position B (with respect to some reference frame, as the earth for example). In quantum mechanics, the wavefunction of the particle simply describes a superposition of the two possible states. Including the gravitational field of the particle, this implies that it is in a superposition of being in position A with a gravitational field due to its mass, and in position B with the same gravitational field that is simply displaced in the same way. Such a superposition evolves according to the same Schrödinger equation as...
each of the states separately, with the same energy eigenvalue. However, if the particle is massive enough, the notion of a gravitational field needs to be replaced by the more correct notion of a space-time structure. In these terms, one has to think of a superposition of the particle to be in position A with a space-time structure given by $g_{\mu\nu}^A$, and being in position B with a different space-time structure given by $g_{\mu\nu}^B$ which describes a different manifold. Of course, the only difference between those two, naively, is just a spatial translation.

The question is, if a description in terms of two different space-times is in conflict with the laws of quantum mechanics. Indeed, quantum mechanics assumes a single background time-structure on which the laws are formulated. It assumes a single time-translation symmetry, which leads to the time evolution operator $\hat{T} = \partial/\partial t$. But now we are speaking of two distinct time-structures, and so we are also speaking of two fundamentally different time evolution operators $\hat{T}_A$ and $\hat{T}_B$ that correspond to different space-time manifolds. Of course, one could argue that the difference is minute, if present at all, since we are simply speaking of a spatial translation. But the point is that there is a fundamental problem of somehow identifying or comparing $\hat{T}_A$ with $\hat{T}_B$. Without doing so, there would be an ambiguity as to which time evolution operator to use for the Schrödinger evolution of the superposition state. But we have noted previously that comparing two different space-time structures is impossible in the general theory of relativity. Diffeomorphism invariance forbids to completely identify one space-time manifold with another, unless they are equivalent. Therefore, Penrose argues that since no complete pointwise identification between the two space-times in a superposition is possible, there cannot in principle be any way to identify a single natural time evolution operator for the unitary quantum evolution of such a superposition (however, we note that an asymptotic identification is usually assumed in related problems and an asymptotic time translation operator can be found, but in Penrose’s view a local notion should be required). This leads to the assumption that a quantum unitary evolution of massive superposition states should breakdown because it requires to identify a single time structure, which is at odds with the principle of general covariance.

The viewpoint Penrose takes is that since any time evolution operator “$\partial/\partial t$” for an evolution of a superposition of different space-times will have some intrinsic error, such a superposition won’t be stationary and will decay. The decay rate he estimates by suggesting a minimal error one would make when trying to identify the two space-times, by comparing the geodesics in the two space-times. This yields an energy uncertainty $\Delta E$, which is the gravitational self-energy of the massive particle (see section 6). The decay rate of a quantum superposition is then suggested by an order of magnitude estimate $\tau \approx \hbar/\Delta E$. 

8
3 A Detailed Analysis of the Proposed Experiment

The experiment as proposed by Marshall et al. [21] aims to create a quantum superposition of a massive object and the ultimate goal is to test Penrose’s ideas. The object under investigation is a micro-sized mirror which is attached onto a movable cantilever, henceforth referred to simply as “cantilever”.

In this chapter, we discuss in detail the proposed setup and show how a quantum superposition can be unambiguously created and verified.

3.1 A Qualitative Description of the Setup

The experiment is based on the simple principle of a Michelson-Interferometer, with only a single photon as the input beam. The photon is brought into a superposition of being in either of the two arms by a beam splitter. Both arms contain resonant cavities which store the photon for a longer period. However, one end of a cavity in one arm of the interferometer is actually a tiny mirror attached to a cantilever, which is movable and can be displaced by the photon pressure of the single photon. The photon field acts as a constant force on the cantilever which makes it oscillate in arm A. This optomechanical coupling entangles the photon with the cantilever and it thus creates a superposition of the combined photon-cantilever state, with the cantilever being displaced when the photon is in arm A and being not displaced otherwise.

After some time the photon leaks out of the cavity. It combines with the light field from the other arm and produces an interference pattern. If no displacement of the cantilever took place then the interference is perfectly visible. If, however, the cantilever was displaced into a state distinguishable from the non-displaced state, then the cantilever has effectively measured which path the photon took (since only one arm has a movable cantilever) and thus no interference can arise. In this way, the cantilever makes the setup a which-path-interferometer. Figure 2 shows a diagram of the experimental realization.

![Figure 2: A schematic diagram of the experimental setup.](image-url)
The interference visibility of the photon in fact depends on the time when the photon leaves the cavity. The photon pressure displaces the equilibrium position of the cantilever and makes it oscillate, but after a full mechanical oscillation the cantilever will be back where it was originally, when no photon was present. Thus if the photon leaves the setup exactly after a full mechanical oscillation, full photon interference can be obtained. Therefore the visibility of interference shows a periodic behaviour, with full visibility after each mechanical roundtrip and minimum interference visibility at every half mechanical roundtrip, when the cantilever has the greatest displacement.

We mention a few notes on the experimental realisation, but which do not alter the interpretation of the experiment. In practice, the quantity that can be measured is only the interferometric visibility, and not an interference pattern at each run. This implies that one has to perform many runs of the experiment to get a single data point, and we will discuss the visibility in more detail in subsequent sections. Also, the light source used produces beam impulses with more than one photon on average, but the detectors are used to post-select onto light states with only one single photon on average. Finally, the finite reflectivity of the cavity allows for a photon to leak out with a certain probability and it is in this way that a time-dependent investigation of the visibility can be obtained. Therefore, data points for short times will be much more frequent than those for long times.

3.2 The Hamiltonian of the System

We start our quantum mechanical description with the Hamiltonian for the optomechanical system [32]. The coupling between the single mode photon field and the mirror is linear. This approximation holds when the displacement of the mirror is small compared to the length of the cavity and to the wavelength of the photon field. Since we use only a single photon from a coherent light source, these assumptions are easily satisfied. The Hamiltonian then reads:

$$\hat{H} = \hbar \omega_a (\hat{a}^\dagger \hat{a} + \hat{b}^\dagger \hat{b}) + \hbar \omega_c \hat{c}^\dagger \hat{c} - \kappa \hbar \omega_c \hat{a}^\dagger \hat{a} (\hat{c} + \hat{c}^\dagger)$$ (1)

Here the operators \(\hat{a}, \hat{b}\) and \(\hat{c}\) refer to the photon in arm A, the photon in arm B and the cantilever’s center of mass mode, respectively. \(\omega_a\) is the photon frequency, \(\omega_c\) the cantilever frequency and \(\kappa\) is the optomechanical coupling constant. It is given in terms of the system parameters as (see appendix A.2)

$$\kappa = \frac{\omega_a}{\omega_c} \frac{1}{L} \sqrt{\frac{\hbar}{2m \omega_c}}$$ (2)

where \(L\) is the length of the optical cavity and \(\sqrt{\hbar/2m \omega_c}\) the ground state wavepacket of the cantilever. This coupling is responsible for optomechanical entanglement and needs to be of order unity for this experiment, as we will show. Obtaining such a value of \(\kappa\) indeed poses the greatest experimental challenge, since it requires to fabricate a tiny mirror with a very high finesse.

For better readability a short note on notation: Unless otherwise stated, in the rest of this thesis we will mostly omit the operators acting in arm B, \(\hat{b}\) and \(\hat{b}^\dagger\), since we have just a trivial time evolution in that arm and those operators commute with all other ones. We also use the convention that in a product state the first state always refers to the photon and the second state to the cantilever.
3.3 Time Evolution Operator

To understand the full time evolution of the system we need to compute the unitary evolution operator $\hat{U}(t)$. We know that $\hat{U}(t) = e^{-iHt/\hbar}$, but we can obtain it in a more convenient form as in Bose et al. [19]. The calculational details are presented in the appendix A.3, the result is (omitting the phase factor as in Bose et al. [19]. The calculational details are presented in the appendix A.3, the result is

\[ \hat{U}(t) = e^{-i\omega_0 \hat{a}^\dagger \hat{a} t} e^{i\kappa \hat{a}^\dagger \hat{a} [\hat{c}^\dagger (1-e^{-i\omega_0 t}) - \hat{c}(1-e^{i\omega_0 t})]} e^{-i\omega_0 \hat{c}^\dagger \hat{c} t} \]  

(3)

With this time evolution operator we act on an arbitrary system state $|n\rangle\beta$. Here we use a photon number state and a coherent state of the cantilever with amplitude $\beta$. The relations in appendix A.1 help us to write the time evolved state in a convenient form. Acting with $\hat{U}(t)$ on $|n\rangle\beta$ we get:

\[ \hat{U}|n\rangle\beta = e^{-i\omega_0 \hat{a}^\dagger \hat{a} t} e^{i\kappa n \hat{a}^\dagger \hat{a} [\hat{c}^\dagger (1-e^{-i\omega_0 t}) - \hat{c}(1-e^{i\omega_0 t})]} e^{-i\omega_0 \hat{c}^\dagger \hat{c} t} |n\rangle\beta \]

\[ = e^{-im\omega_0 t} e^{i\kappa n^2 \omega_0 t} \hat{D}(\kappa n (1-e^{-i\omega_0 t})) \hat{D}(\beta e^{-i\omega_0 t}) |n\rangle \]

\[ = e^{-im\omega_0 t} e^{i\kappa n^2 \omega_0 t} e^{i\kappa n \text{Im}[\beta(1-e^{-i\omega_0 t})]} \hat{D}(\beta e^{-i\omega_0 t} + \kappa n (1-e^{-i\omega_0 t})) |n\rangle \]

(4)

So the final result for the time evolved state is

\[ \hat{U}|n\rangle\beta = e^{-im\omega_0 t} e^{i\kappa n^2 \omega_0 t} e^{i\kappa n \text{Im}[\beta(1-e^{-i\omega_0 t})]} |n\rangle \beta e^{-i\omega_0 t} + \kappa n (1-e^{-i\omega_0 t}) \]  

(5)

For a photon number state, an initial coherent cantilever state thus stays a coherent state in time but changes its amplitude. Note that after each full mechanical oscillation, the cantilever is back in the same state as it was originally.

The choice of a coherent cantilever state is convenient, but it is also the most natural choice for an oscillator. Any weak damping will effectively act as a continuous measurement on the system and will eventually produce a minimum uncertainty state. Coherent states are shown to be the most robust states under such weak measurements [33]. We also note that the ground state is also a coherent state which will be relevant in the subsequent discussion (also, the introduction of finite temperatures will require an averaging, which can be conveniently performed over initial coherent states. This will be discussed in section 3.10).

3.4 System Wavefunction for Initially Pure States

We are now able to compute the time evolution of our system under investigation. The initial photon state is a superposition of the photon being in arm A and in arm B, and we take the initial mirror state to be a coherent state with amplitude $\beta$. Thus

\[ |\Psi(0)\rangle = \frac{1}{\sqrt{2}} (|0,1\rangle_{a,b} + |1,0\rangle_{a,b}) \otimes |\beta\rangle_c \]  

(6)

The subscripts a, b and c denote the interferometric arms A, B and the cantilever, respectively. We will omit the subscripts in the subsequent discussion.

This initial state evolves in time according to eq. (5) and becomes

\[ |\Psi(t)\rangle = \frac{e^{-i\omega_0 t}}{\sqrt{2}} \left( |0,1\rangle \beta e^{-i\omega_0 t} + e^{i\kappa n^2 \omega_0 t + i\kappa n \text{Im}[\beta(1-e^{-i\omega_0 t})]} |1,0\rangle \beta e^{-i\omega_0 t} + \kappa (1-e^{-i\omega_0 t}) \right) \]  

(7)
which can be written for convenience as

$$|\Psi(t)\rangle = \frac{1}{\sqrt{2}} e^{-i\omega_c t} \left( |0,1\rangle|\Phi_0(t)\rangle + e^{i\varphi(t)} |1,0\rangle|\Phi_1(t)\rangle \right)$$

(8)

with the coherent state amplitudes and the relative phase

$$\Phi_0(t) = \beta e^{-i\omega_c t}$$
$$\Phi_1(t) = \beta e^{-i\omega_c t} + \kappa (1 - e^{-i\omega_c t})$$
$$\varphi(t) = \kappa^2 (\omega_c t - \sin \omega_c t) + \kappa \text{Im} [\beta (1 - e^{-i\omega_c t})]$$

(9)

It is apparent that the photon and the cantilever states become entangled since the cantilever is only displaced into the coherent state $|\Phi_1(t)\rangle$ if the photon is in arm A. Thus, it is now the combined system that is in a superposition and not just the photon part as in eq. (6).

The overlap between the two possible cantilever states is given by

$$|\langle \Phi_0(t) | \Phi_1(t) \rangle| = e^{-\kappa^2 (1 - \cos \omega_c t)}$$

(10)

After a full mechanical oscillation the two states $|\Phi_0\rangle$ and $|\Phi_1\rangle$ become the same and they completely overlap. Thus after each mechanical oscillation photon and cantilever become completely disentangled, as is the case for the initial state. However, after half a mechanical roundtrip, $t = \pi/\omega_c$, the overlap between the two cantilever states is minimal, given by

$$|\langle \Phi_0(\pi/\omega_c) | \Phi_1(\pi/\omega_c) \rangle| = e^{-2\kappa^2}$$. For a proper demonstration of a superposition, we require the overlap at that time to be sufficiently small, implying the condition for the optomechanical coupling

$$\kappa \gtrsim 1/\sqrt{2}$$

(11)

This is equivalent to stipulating that, in principle, a measurement of the cantilever state alone would be sufficient to determine which path the photon took. The spatial separation of the two mirror states can also easily be computed by noting that the coherent states are eigenstates of the annihilation operator. Taking the real part of the difference between the two coherent states yields

$$\Delta x = \sqrt{\frac{8\hbar}{m\omega_c \kappa}}$$

(12)

and so the condition for the optomechanical coupling, eqn. (11), implies that the mirror should be displaced by about twice its ground state wavepacket size. Such a condition is rather arbitrary, but the order of magnitude should be clear. We also note that obtaining this large a value of $\kappa$ poses the most significant barrier to experimental realization.

### 3.5 The Interferometric Visibility

To probe the superposition, the actual quantity measured is the interferometric visibility as seen by the two single photon detectors. The visibility is a measure of the photon to exhibit quantum mechanical interference, and it can be computed by taking twice the absolute value of the off-diagonal elements of the reduced photon density matrix. This definition for the visibility is plausible: the detectors gain information only on the photon which implies that the rest of the wavefunction (in this case the cantilever states) must be integrated out. Also, quantum interference is caused by the off-diagonal elements of the density matrix. The exact relationship
The interferometric visibility for different optomechanical coupling constants $\kappa$. The visibility is reduced after the photon enters the cavity, and lost entirely for a large $\kappa$. However, full visibility is completely recovered after exactly one oscillation of the cantilever since the cantilever position at this time is the same as initially, regardless of the presence of the photon.

between visibility and the detection probabilities at the single photon detectors is discussed in more detail in section 3.8.

We now compute the visibility, starting with the full density matrix of the system:

$$\hat{\rho}(t) = \langle \Psi(t) | \Psi(t) \rangle$$

$$= \frac{1}{2} \left( |0, 1 \rangle | \Phi_0 \rangle + e^{i\varphi(t)} | 1, 0 \rangle | \Phi_1(t) \rangle \right) \left( \langle 0, 1 | \langle \Phi_0(t) | + e^{-i\varphi(t)} \langle 1, 0 | \langle \Phi_1(t) | \right)$$

$$= \frac{1}{2} \left( |0, 1 \rangle \langle 0, 1 | \otimes | \Phi_0 \rangle \langle \Phi_0 | + | 1, 0 \rangle \langle 1, 0 | \otimes | \Phi_1 \rangle \langle \Phi_1 | +
+ e^{i\varphi(t)} | 1, 0 \rangle \langle 0, 1 | \otimes | \Phi_1 \rangle \langle \Phi_0 | + e^{-i\varphi(t)} | 0, 1 \rangle \langle 1, 0 | \otimes | \Phi_0 \rangle \langle \Phi_1 | \right)$$

(13)

The cantilever states need to be traced out. Note that for any states $| \alpha \rangle$ and $| \beta \rangle$ we have

$$\text{Tr}[| \alpha \rangle \langle \beta |] = \sum_n \langle n | \alpha \rangle \langle \beta | n \rangle = \sum_n \langle \beta | n \rangle \langle n | \alpha \rangle = \langle \beta | \alpha \rangle$$

(14)

Thus the reduced photon density matrix is

$$\hat{\rho}(t)_{\text{Ph}} = \text{Tr}_c[\hat{\rho}(t)] = \frac{1}{2} \left( |0, 1 \rangle \langle 0, 1 | + | 1, 0 \rangle \langle 1, 0 | +
+ e^{i\varphi(t)} | \Phi_0 \rangle \langle \Phi_1 | + e^{-i\varphi(t)} | \Phi_1 \rangle \langle \Phi_0 | \right)$$

(15)

where $\text{Tr}_c$ denotes a trace over the cantilever states. From the off-diagonal elements of the above photon density matrix, and eqn. (10) for the overlap, we finally obtain the visibility:

$$v(t) = 2 |\rho(t)_{01}| = e^{-\kappa^2(1 - \cos \omega_c t)}$$

(16)

This function is plotted in figure 3 for different $\kappa$. It exhibits a periodic behaviour characterized by a suppression of the interference visibility after half a mechanical roundtrip and a
revival to perfect visibility after a full period. As we noted before, the reduction of visibility is due to the fact that the displaced cantilever has information about which path the photon took, and the revival shows that the cantilever indeed behaves quantum mechanically since it can become periodically entangled. In section 3.9 we show explicitly that such a visibility pattern is a direct proof that the photon was entangled with the cantilever and thus that the cantilever was in a superposition.

3.6 Cantilever States after a Photon Detection

In this section we calculate the state of the cantilever after a measurement on the photon has been performed. The detectors at the output ports measure the photon states in a specific basis. The corresponding basis states determine into which state the mirror is projected after photon detection. These basis states can be computed for any given setup and depend on the phase difference between the two arms due to a phase changer (which is equivalent to a path length difference). For the setup at hand, we have computed the photon states at the two detector ports in appendix A.4. The result shows that the two output ports detect a photon in the basis spanned by:

\[ |+\rangle = \frac{1}{\sqrt{2}} \left( |0, 1\rangle + e^{i\theta} |1, 0\rangle \right) \]

\[ |−\rangle = \frac{1}{\sqrt{2}} \left( |0, 1\rangle - e^{i\theta} |1, 0\rangle \right) \]

The relative phase \( \theta \) accounts for a path length difference between the two arms and can be varied experimentally by the use of an optical phase modulator. In general it will also be time dependent if the two cavities have not exactly the same size, and will thus yield a running phase difference of the light in the two arms.

The entangled state of photon and cantilever can be expressed in terms of the above basis states. From eqn. (8) we have:

\[ |\Psi(t)\rangle = \frac{e^{-i\omega_0 t}}{\sqrt{2}} \left( |0, 1\rangle \otimes |\Phi_0(t)\rangle + e^{i\varphi(t)} |1, 0\rangle \otimes |\Phi_1(t)\rangle \right) + \frac{1}{2} e^{-i\omega_0 t} \left( |0, 1\rangle + e^{i\theta} |1, 0\rangle \right) \otimes \left( |\Phi_0(t)\rangle \pm e^{i\varphi(t)-i\theta} |\Phi_1(t)\rangle \right) \]

We can thus express the total state as:

\[ |\Psi(t)\rangle = N_+ |+\rangle |\Phi_+\rangle + N_- |−\rangle |\Phi_-\rangle \]

with

\[ |±\rangle = \frac{1}{\sqrt{2}} \left( |0, 1\rangle \pm e^{i\theta} |1, 0\rangle \right) \]

\[ |\Phi_\pm\rangle = \frac{e^{-i\omega_0 t}}{2N_\pm} \left( |\Phi_0(t)\rangle \pm e^{i\varphi(t)-i\theta} |\Phi_1(t)\rangle \right) \]

being the photon and the mirror states, respectively. The factor \( N_\pm \) ensures a proper normalization of the above cantilever states and incorporates the probability of finding a photon in
one of the corresponding photon states, as we will show in the next section. It’s absolute value is found by setting $\langle \Phi_\pm | \Phi_\pm \rangle = 1$ and is given by

$$|N_\pm|^2 = \frac{1}{4} \left( 2 \pm e^{-i\varphi(t)} + i\theta \langle \Phi_1 | \Phi_0 \rangle \pm e^{i\varphi(t)} - i\theta \langle \Phi_0 | \Phi_1 \rangle \right)$$  \hspace{1cm} (22)

It is now a trivial task to see into which state the mirror is projected once a photon state has been detected at one of the output ports. Since the detectors measure the photon state $|+\rangle$ or $|-\rangle$, depending on what port the photon arrives at, the mirror will be projected into the state $N_+|\Phi_+\rangle$ or $N_-|\Phi_-\rangle$, respectively. Thus the cantilever will be indeed in a superposition state.

### 3.7 Detection Probabilities

We now determine the photon detection probabilities at the two detector ports. We will show that they are directly related to the interferometric visibility.

To find the photon detection probabilities, we have to consider the total system at the time of detection and trace out all possible cantilever states. By performing the calculation in terms of the state written in the form (19) we get

$$\hat{\rho}(t)^{(Ph)} = \text{Tr}_c\{ |\Psi(t)\rangle \langle \Psi(t)| \} =$$

$$= |N_+|^2 \langle + | + | N_-|^2 \langle - | - + N_+ N_-^\dagger \langle \Phi_- | \Phi_+ | + \rangle \langle - | + N_- N_+^\dagger \langle \Phi_+ | \Phi_- | - \rangle \rangle$$  \hspace{1cm} (23)

Choosing the arbitrary convention that the detector outputs A and B measure the photon states $|+\rangle$ and $|-\rangle$, respectively, we obtain the detection probabilities

$$p(A) = \langle + | \hat{\rho}(t)^{(Ph)} | + \rangle = |N_+|^2$$
$$p(B) = \langle - | \hat{\rho}(t)^{(Ph)} | - \rangle = |N_-|^2$$  \hspace{1cm} (24)

Note that the total probability to measure the photon is $p(A) + p(B) = 1$, as can be seen from eq. (22).

These probabilities are the main experimental data we can get in the setup. In practice we are interested in the interferometric visibility which is extracted from the difference of the probabilities, $p(A) - p(B)$. If the cantilever is initially cooled to the ground state we have $\beta = 0$ and $\langle \Phi_1 | \Phi_0 \rangle = e^{-\kappa^2(1 - \cos \omega_c t)}$ in eq. (22), so that:

$$p(A) - p(B) = \cos (\theta - \varphi_0(t)) e^{-\kappa^2(1 - \cos \omega_c t)}$$  \hspace{1cm} (25)

with $\varphi_0(t) = \kappa^2 (\omega_c t - \sin \omega_c t)$. This expression consists of two factors: The first is an oscillatory factor which depends on the relative arm length difference induced by the photon pressure and on the phase $\theta$ from the phase modulator in the setup. The second factor is the envelope which represents only the ability of the system to show interference due to optomechanical entanglement, and which we define to be the interferometric visibility $v(t)$. Thus in practice, only the envelope will be of interest. A possible data curve is shown in figure 4, which includes a length difference in the two cavities and has thus a time-dependent relative phase.

For the more general case of initial coherent mirror states, we obtain the same result but with a different induced phaseshift:

$$p(A) - p(B) = \cos (\theta - \tilde{\varphi}(t)) e^{-\kappa^2(1 - \cos \omega_c t)}$$  \hspace{1cm} (26)

with $\tilde{\varphi}(t, \beta) = \kappa^2 (\omega_c t - \sin \omega_c t) + 2\kappa \text{Im} [\beta (1 - e^{-i\omega_c t})]$.
Figure 4: Photon detection probability difference for the two detectors in the setup (solid red line), for $\beta = 0$. This curve is close to what an actual data curve might look like. The envelope (dashed blue line) is the interferometric visibility. The time dependent phase $\theta$ is due to a slight difference in the length of the two cavities in arms A and B and a finite input light pulse duration. It yields a highly oscillating curve which allows the construction of the envelope.

3.8 Visibility and Detection Probabilities

In the previous section we have defined the visibility to be the envelope of $p(A) - p(B)$. Here we will show that it is consistent with the previous definition of $v(t)$ which we used in section 3.5:

$$v(t) = 2|\rho(t)_{01}^{(Ph)}|$$ (27)

Rewriting the photon density matrix (23) in terms of the Fock basis states (omitting labelling the photon in arm B, since it is always conjugate to the photon state in arm A) we get

$$\rho(t)^{(Ph)} = \frac{1}{2} \left\{ |0\rangle\langle 0| \left( |N_+|^2 + |N_-|^2 + N_+N_-^\ast \langle \Phi_+ | \Phi_+ \rangle + N_-N_+^\ast \langle \Phi_- | \Phi_- \rangle \right) + + |1\rangle\langle 1| \left( |N_+|^2 + |N_-|^2 - N_+N_-^\ast \langle \Phi_- | \Phi_+ \rangle - N_-N_+^\ast \langle \Phi_+ | \Phi_- \rangle \right) + + |0\rangle\langle 1| e^{-i\theta} \left( |N_+|^2 - |N_-|^2 - N_+N_-^\ast \langle \Phi_- | \Phi_+ \rangle + N_-N_+^\ast \langle \Phi_+ | \Phi_- \rangle \right) + + |1\rangle\langle 0| e^{i\theta} \left( |N_+|^2 - |N_-|^2 + N_+N_-^\ast \langle \Phi_- | \Phi_+ \rangle - N_-N_+^\ast \langle \Phi_+ | \Phi_- \rangle \right) \right\}$$ (28)

Note that the mirror states $|\Phi_\pm\rangle$ are not orthogonal. Their inner product is given by

$$N_+N_-^\ast \langle \Phi_+ | \Phi_- \rangle = \frac{1}{4} \left( \pm e^{-i\varphi(t)} + i\theta \langle \Phi_1 | \Phi_0 \rangle \mp e^{i\varphi(t) - i\theta} \langle \Phi_0 | \Phi_1 \rangle \right)$$ (29)
so that we have

\[ N_-^\ast N_+^\ast \langle \Phi_+ | \Phi_- \rangle + N_+^\ast N_-^\ast \langle \Phi_- | \Phi_+ \rangle = 0 \]  

and

\[ N_-^\ast N_+^\ast \langle \Phi_+ | \Phi_- \rangle - N_+^\ast N_-^\ast \langle \Phi_- | \Phi_+ \rangle = \frac{1}{2} \left( e^{i\varphi(t) - i\theta} \langle \Phi_0 | \Phi_1 \rangle - e^{-i\varphi(t) + i\theta} \langle \Phi_1 | \Phi_0 \rangle \right) \]

We have already shown that we can also write \(|N_+|^2 = p(A)\) and \(|N_-|^2 = p(B)\). Thus we have

\[ v(t) = 2|\rho(t)_{01}^{(Ph)}| = \left| \frac{|N_-|^2 - |N_+|^2}{2} \left( e^{i\varphi(t) - i\theta} \langle \Phi_0 | \Phi_1 \rangle - e^{-i\varphi(t) + i\theta} \langle \Phi_1 | \Phi_0 \rangle \right) \right| \]

\[ = \left| (p(A) - p(B)) \left( 1 + \frac{e^{i\varphi(t) - i\theta} \langle \Phi_0 | \Phi_1 \rangle - e^{-i\varphi(t) + i\theta} \langle \Phi_1 | \Phi_0 \rangle}{e^{i\varphi(t) - i\theta} \langle \Phi_0 | \Phi_1 \rangle + e^{-i\varphi(t) + i\theta} \langle \Phi_1 | \Phi_0 \rangle} \right) \right| \]

\[ = (p(A) - p(B)) \frac{1}{\cos (\theta - \tilde{\varphi}(t))} \]

with, as above, \(\tilde{\varphi}(t, \beta) = \kappa^2(\omega_c t - \sin \omega_c t) + 2\kappa \text{Im}[\beta(1 - e^{-i\omega_c t})]\). We can thus see that the visibility as previously defined is indeed just the envelope of the detection probability differences,

\[ p(A) - p(B) = \cos (\theta - \tilde{\varphi}(t)) \cdot v(t) \]

### 3.9 Visibility as a Measure of Entanglement

The loss and a subsequent revival of the visibility, as discussed in section 3.5, is in fact proof of a macroscopic quantum superposition. It is direct evidence of the periodic entanglement between the photon and the mirror. The displacement of the cantilever destroys the quantum interference of the photon, since it is evidence on what path the photon took. The amount of suppression of the visibility shows how distinguishable the two mirror states in superposition are. Only for fully distinguishable states will the visibility drop to zero, since in this case there is absolute certainty about the path of the photon. But for any optomechanical coupling \(\kappa\) the entanglement between photon and mirror is lost after exactly a full mechanical oscillation, and so the visibility completely returns.

More quantitatively, the visibility can be mapped to the Von Neumann entropy of the system. It is defined as [34]

\[ S(t) = -\text{Tr} \left[ \hat{\rho}(t)^{(Ph)} \cdot \log_2 [\hat{\rho}(t)^{(Ph)}] \right] \]

Due to the cyclic trace property, we can conveniently calculate \(S(t)\) by using a diagonalized form of \(\hat{\rho}(t)^{(Ph)}\), with the eigenvalues as its diagonal entries. Calling the eigenvalues \(\lambda_i\) we thus get

\[ S(t) = -\sum \lambda_i \cdot \log_2 \lambda_i \]
Figure 5: The entropy $S(t)$ as a function of visibility, $v(t)$. High entropy corresponds to strong entanglement between the two subsystems of a pure bipartite state, whereas no entropy means no entanglement is present. Thus the visibility is a direct measure of entanglement between the photon and the cantilever.

To compute the eigenvalues, we use the reduced photon density matrix, eq. (15). In the fock-state basis it is written as

$$
\rho(t)^{(\text{Ph})} = \frac{1}{2} \begin{pmatrix}
1 & v(t) e^{i\varphi(t)} \\
v(t)^* e^{-i\varphi(t)} & 1
\end{pmatrix}
$$

where we wrote the off-diagonal elements in terms of the visibility $v(t)$. The eigenvalues are then easily found to be

$$
\lambda_{1/2} = \frac{1}{2} (1 \pm v(t))
$$

Hence the Von Neumann entropy can be written in terms of the visibility as

$$
S(t) = - \sum_i \lambda_i \cdot \log_2 \lambda_i
$$

$$
= -\frac{1}{2} (1 + v(t)) \log_2 \left( \frac{1}{2} (1 + v(t)) \right) - \frac{1}{2} (1 - v(t)) \log_2 \left( \frac{1}{2} (1 - v(t)) \right)
$$

$$
= -\frac{1}{2} \log_2 \left( \frac{1}{4} (1 + v(t)) (1 + v(t)) \right) - \frac{1}{2} v(t) \log_2 \left( \frac{1 + v(t)}{1 - v(t)} \right)
$$

$$
= 1 + \frac{1}{2} v(t) \log_2 \left( \frac{1 - v(t)}{1 + v(t)} \right) - \frac{1}{2} \log_2 \left( 1 - v(t)^2 \right)
$$

(39)

The entropy as a function of the visibility is plotted in figure 5. We see that there is a one-to-one correspondence between the two quantities. Thus the visibility as obtained experimentally is a direct measure of the Von Neumann entropy of the photon-cantilever system.

For a pure bipartite system the Von Neumann entropy can also be interpreted as a measure of entanglement between the two subsystems [35]. A high Von Neumann entropy of one subsystem corresponds to high entanglement between the two subsystems. We thus conclude that when the initial state is pure (as is the case when the cantilever is in a known coherent state) the visibility alone is a direct measure of entanglement and thus a good measure for the non-classical behaviour of the cantilever.
3.10 Effects of Finite Cantilever Temperatures

Until now we have considered the cantilever to be in a known coherent state. In practice, determining the exact state of the cantilever is hardly possible (the theoretically predicted ground state cooling could provide a way \[6, 7, 8, 9, 10\]). When working at finite temperatures, we do not know enough details about the exact initial state of the cantilever, so the state has instead to be described by a thermal density matrix:

\[ \hat{\rho}_c(0) = \sum_n e^{-E_n/k_B T} |n\rangle \langle n| \]

This is the analogue of a classical statistical Boltzman distribution for the cantilever states. It is expressed in terms of energy eigenkets \(|n\rangle\). However, it is convenient to rewrite the above density matrix in terms of coherent states \(|\beta\rangle\) which can easily be done using the overcompletness of the coherent state basis (eqn. (153)):

\[ \hat{\rho}_c(0) = \frac{1}{\pi \bar{n}} \int d^2 \beta e^{-|\beta|^2/\bar{n}} |\beta\rangle \langle \beta| \]

where \(\bar{n} = 1/(e^{\hbar \omega_c/k_B T} - 1)\) is the average thermal occupation number of the cantilever’s center of mass mode. Note that here we only consider the effects of a thermally excited initial state, i.e. for a cantilever with no dissipation (mechanical quality factor \(Q \to \infty\)). The effects of dissipation and the resulting decoherence are discussed chapter 5.

We now compute the evolution of the full system with the initial cantilever state being eqn. (41). The analogue of the Schrödinger equation for the time evolution of density matrices is the Von-Neumann equation \([34]\):

\[ \frac{d\hat{\rho}(t)}{dt} = -\frac{i}{\hbar} [\hat{H}, \hat{\rho}(t)] \]

For a time-independent Hamiltonian, the time evolved density matrix can thus be expressed as

\[ \hat{\rho}(t) = e^{-i\hat{H}t/\hbar} \hat{\rho}(0) e^{i\hat{H}t/\hbar} = \hat{U}(t) \hat{\rho}(0) \hat{U}^\dagger(t) \]

In our case, the initial state of the system is given by the product of the thermal state of the cantilever and the superposition state of the photon:

\[ \hat{\rho}(0) = \frac{1}{2\pi \bar{n}} \int d^2 \beta e^{-|\beta|^2/\bar{n}} \left( |0,1\rangle + |1,0\rangle \right) \left( \langle 0,1| + \langle 1,0| \right) \otimes |\beta\rangle \langle \beta| \]

The time evolved, temperature dependent density matrix \(\hat{\rho}(\bar{n}, t)\) (in the following, we shall denote all thermally averaged quantities with a bar) becomes

\[ \begin{align*}
\hat{\rho}(\bar{n}, t) &= \frac{1}{2\pi \bar{n}} \int d^2 \beta e^{-|\beta|^2/\bar{n}} \hat{U}(t) \left( |0,1\rangle + |1,0\rangle \right) |\beta\rangle \langle \beta| \left( \langle 0,1| + \langle 1,0| \right) \hat{U}^\dagger(t) \\
&= \frac{1}{\pi \bar{n}} \int d^2 \beta \begin{array}{l} |\psi(t)\rangle \langle \psi(t) | \\
\end{array}
\end{align*} \]

Thus we can use the time evolution of an initial pure cantilever, given in eq. (13), and simply average over all coherent states with the Gaussian weight \(e^{-|\beta|^2/\bar{n}}\) to obtain the time evolved
thermal state. Taking the trace over all cantilever states we find the off-diagonal terms of the photon density matrix, which are the same as in (15) but with an additional Gaussian integral which can easily be computed (in appendix A.5 we performed a similar computation where dissipation is also included). This yields the visibility

\[ v(t) = e^{-\kappa^2(2\bar{n}+1)(1-\cos(\omega_c t))}. \]  

(46)

Note that to see the explicit temperature dependence we can also write:

\[ 2\bar{n} + 1 = \coth(kT/2\hbar\omega_c). \]  

(47)

The effect of finite temperatures is thus to narrow the visibility peaks. It occurs because the thermal density matrix represents an average over coherent states with different phases. This reflects the fact that the experiment requires averaging over many runs, and thus the quantum distinguishability is masked by the unknown random phase shifts.

One can see how the unknown initial state affects the data at the two detectors by looking at the detection probabilities, eqn. (26):

\[ p(A) - p(B) = \cos(\theta - \tilde{\varphi}(t)) e^{-\kappa^2(1-\cos(\omega_c t))}. \]  

(48)

with \(\tilde{\varphi}(t, \beta) = \kappa^2(\omega_c t - \sin \omega_c t) + 2\kappa \text{Im}[\beta(1-e^{-i\omega_c t})]\). The experiment consists of many different runs. However, we have no knowledge about the actual initial state \(|\beta\rangle\) of the cantilever since at finite temperatures the cantilever will have randomly some coherent amplitude \(\beta\) during every experimental run. So the initial state of the mirror can be different at each run, and hence the phase \(\tilde{\varphi}(t, \beta)\) will be different in every run as well.

Figure 6: The effect of finite temperatures on the interferometric visibility. The revival peaks are extremely narrowed, thus cooling of the cantilever mode is required to allow for their experimental detection.
Therefore we have to average over all possible coherent cantilever states. Given a thermal Boltzman distribution we average over \( e^{-|β|^2/\bar{n}} \). The result is

\[
p(A) - p(B) = \cos (\theta - \varphi_0(t)) e^{-\kappa^2(1+2\bar{n})(1-\cos\omega_c t)}
\]

with \( \varphi_0(t) = \kappa^2(\omega_c t - \sin\omega_c t) \). It shows that a lack of knowledge of the exact mirror state will effectively reduce the envelope. It coincides with the calculation of the visibility for finite temperatures, eqn. (46). The visibility is thus now only partly due to optomechanical entanglement, but mostly due to the uncertainty about the initial state of the mirror.

This is illustrated in figure 6 which shows that cantilever temperatures on the order of 1 mK will already make an experimental detection of the interferometric visibility extremely hard. For that reason it has been proposed to optically cool the center of mass mode of the cantilever to only a few quanta or even to the ground state [21].

However, another important aspect of finite cantilever temperatures has to be considered. Since the system can only be described in a mixed state, the interpretation of the interferometric visibility is altered. At finite cantilever temperatures the interferometric visibility becomes a bad measure for the non-classicality of the mirror. This can be easily seen by the the relation between the von Neumann entropy and the visibility, eqn. (39). It is valid at arbitrary temperatures, but at \( T > 0 \) the system is in a mixed state and the entropy is only an upper bound for entanglement [35]. One thus needs to analyze the non-classicality of the cantilever state by other means. In the next chapter we use the integrated negativity of the Wigner function [36] to quantify the non-classicality of the cantilever with respect to temperature.

We note though that after a full mechanical period the net phase shift from any initial state goes to zero and so full visibility should still return in a narrow window whose width scales like \( \bar{n}^{-1/2} \). This leaves open the possibility for measuring quantum collapse mechanisms at higher temperatures if one assumes that the cantilever was in a superposition state. Provided that the opto-mechanical coupling strength \( \kappa \) is relatively well known (e.g., by independently measuring \( m, \omega_c, L, \) etc.) and the instantaneous quantum state of the cantilever is regarded as some random coherent state (as should be the case for the weakly mechanically damped systems discussed here) it can be easily determined from our analysis in the previous sections when a superposition should have been created.

Thus a full return of visibility at higher temperatures can be used to strongly imply the existence of a quantum superposition when \( \kappa \gtrsim 1/\sqrt{2} \), even though the superposition cannot be directly measured by the visibility loss at \( t \sim \pi\omega_c \) (since it is mainly due to classical phase averaging over many experimental runs). Nevertheless, an unambiguous demonstration can be provided if the temperature is low enough such that the visibility loss due to quantum distinguishability is still resolvable.
4 Analysis in Phase Space: The Wigner Function of the Cantilever

To study transitions between the quantum and the classical regimes, it is often convenient to refer to quasi-probability distributions, with which quantum mechanics can be formulated in the common classical phase space. One such distribution was proposed in 1932 by Wigner [37] and can be obtained from the density matrix $\hat{\rho}$:

$$ W(x, p) = \frac{1}{\pi \hbar} \int_{-\infty}^{+\infty} dy \langle x - y | \hat{\rho} | x + y \rangle e^{2ipy/\hbar}. \tag{50} $$

This is known as the Wigner-Weyl transformation which maps an operator onto a complex function in phase space. The Wigner function is thus a powerful tool for the study of transitions between quantum and classical regimes, since it describes quantum states in phase space that is common to classical mechanics. Due to Heisenberg’s uncertainty principle, it is not an exact distribution function for both $x$ and $p$ (states will not be described by single points in phase space, but rather by a smeared distribution). However, one can obtain the probability distribution for either $x$ or $p$ by taking $\int dp W(x, p)$ or $\int dx W(x, p)$, respectively. In fact, although the Wigner function is obtained from a quantum mechanical density matrix, it can be interpreted as a classical probability distribution $P(q_i(t), p_i(t))$ in phase space in the regime $\hbar \to 0$. To see this, let us first look at the classical equations of motion: According to Liouville’s theorem, the total time derivative of $P(q_i(t), p_i(t))$ vanishes along a phase space trajectory

$$ \frac{dP}{dt} = \frac{\partial P}{\partial t} - \{H, P\} = 0 \tag{51} $$

where $\{ , \}$ denotes the Poisson bracket. For a single particle with mass $m$ in a potential $V(x)$, we thus find Liouville’s equation

$$ \left( \frac{\partial}{\partial t} + \frac{p}{m} \frac{\partial}{\partial x} - \frac{dV(x)}{dx} \frac{\partial}{\partial p} \right) P(x, p, t) = 0 \tag{52} $$

In quantum mechanics, the evolution equation for the Wigner function $W(x, p, t)$ can be obtained from the von Neumann equation, and reads [38]

$$ \left( \frac{\partial}{\partial t} + \frac{p}{m} \frac{\partial}{\partial x} - \frac{dV(x)}{dx} \frac{\partial}{\partial p} \right) W(x, p, t) = \sum_{k=1}^{\infty} \frac{\hbar^{2k} (-1)^k}{4^k (2k + 1)!} \frac{d^{2k+1} V(x)}{dx^{2k+1}} \frac{\partial^{2k+1}}{\partial p^{2k+1}} W(x, p, t) \tag{53} $$

It was found by Wigner himself in 1932 [37]. For $\hbar \to 0$, the right hand side goes to 0, as long as no derivatives blow up. In this classical limit, the Wigner function $W(x, p, t)$ thus evolves according to the same Liouville equation (52). Note, however, that the quantum nature of $W(x, p, t)$ is also contained in its initial conditions. In fact, in the special case of a harmonic potential, all non-classical behavior is encoded in the initial conditions of the Wigner function only since the right hand side of Eq. (53) is always 0. But for $\hbar \to 0$ also the initial conditions become classical and $W(x, p, t)$ can be fully identified with some classical probability density $P(x, p, t)$. In this sense, quantum and classical stochastic descriptions of a harmonic oscillator coincide.

On the other hand, the Wigner function can become negative for some quantum states, such as for energy eigenstates. It is therefore referred to as a quasi-probability distribution, since
a negative function in phase space has no classical analogue. Thus, if the Wigner function is negative, it can only refer to a quantum state. This allows for the possibility to analyze and quantify the non-classicality of the cantilever using the Wigner function in phase space. In the following we will compute the cantilever’s Wigner function after a photon state has been detected, and we will also use the Wigner function to set a lower bound on the non-classicality of the cantilever when it is at finite temperatures.

4.1 Wigner Function for a Pure Initial State

We start our analysis with the wavefunction of the bipartite photon- cantilever system, eqn. (8):

$$|\Psi(t)\rangle = \frac{1}{\sqrt{2}} e^{-i\omega_c t} \left( |0, 1\rangle \otimes |\Phi_0(t)\rangle + e^{i\varphi(t)} |1, 0\rangle \otimes |\Phi_1(t)\rangle \right)$$  \hspace{1cm} (54)

where we have the following relations:

$$\Phi_0(t) = \beta e^{-i\omega_c t}$$
$$\Phi_1(t) = \beta e^{-i\omega_c t} + \kappa (1 - e^{-i\omega_c t})$$
$$\varphi(t) = \kappa^2 (\omega_c t - \sin \omega_c t) + \kappa \text{Im}[\beta(1 - e^{-i\omega_c t})]$$  \hspace{1cm} (55)

For later discussion it is convenient to split the phase factor $\varphi(t)$ into a part $\varphi_0(t)$ independent of the initial state and into a $\beta$- dependent part $\varphi_\beta(t)$:

$$\varphi(t) = \varphi_0(t) + \varphi_\beta(t)$$  \hspace{1cm} (56)

with

$$\varphi_0(t) = \kappa^2 (\omega_c t - \sin \omega_c t)$$
$$\varphi_\beta(t) = \kappa \text{Im}[\beta(1 - e^{-i\omega_c t})] = -\text{Im}[\Phi_0 \Phi_1^*]$$  \hspace{1cm} (57)

The density matrix of the system is given by (we omit the labelling of the photon state in arm B)

$$\hat{\rho}(t) = \frac{1}{2} |0\rangle\langle 0| \otimes |\Phi_0\rangle\langle\Phi_0| + \frac{1}{2} |1\rangle\langle 1| \otimes |\Phi_1\rangle\langle\Phi_1| +$$
$$+ \frac{1}{2} e^{-i\varphi}|0\rangle\langle 1| \otimes |\Phi_0\rangle\langle\Phi_1| + \frac{1}{2} e^{i\varphi}|1\rangle\langle 0| \otimes |\Phi_1\rangle\langle\Phi_0|$$

$$= \hat{\rho}_0 + \hat{\rho}_{11} + \hat{\rho}_{01} + \hat{\rho}_{10}$$  \hspace{1cm} (58)

We are interested in the Wigner function of the mirror, under the condition that we have measured a photon in a superposition state. This Wigner function can be obtained from the above density matrix after we perform a measurement on the photon part, i.e. we need to project the photon part onto $|+\rangle = \frac{1}{\sqrt{2}}(|0\rangle + e^{i\theta}|1\rangle)$, as discussed in section 3.6. The phase $\theta$ can be arbitrary and determines in which basis the detector is measuring the photon, also the choice of projection onto $|+\rangle$ is arbitrary, since $|\rangle$ can be obtained by a $\pi$ - phase shift. After the projection we need to renormalize the resulting mirror state with the complex number $N(\beta)$ which ensures that $\int d^2 \alpha W'(\alpha, \alpha^*) = 1$. This implies dividing out the photon detection probability, eqn. (24), from the projected state. Hence $|N(\beta)|^2$ is equivalent to $|N_+|^2$ from our previous discussion, eqn. (22).
The resulting projected and renormalized cantilever density matrix reads:

\[ \tilde{\rho}_p(t) = \frac{1}{4}|\mathcal{N}(\beta)|^2 \left( |\Phi_0\rangle \langle \Phi_0 | + |\Phi_1\rangle \langle \Phi_1 | + e^{-i\varphi(t)+i\theta} |\Phi_0\rangle \langle \Phi_1 | + e^{i\varphi(t)-i\theta} |\Phi_1\rangle \langle \Phi_0 | \right) \]  

(59)

We now calculate the Wigner function for the projected mirror state via the characteristic function \( \chi(\lambda, \lambda^*) \). The Wigner function is the Fourier transform of the characteristic function:

\[ W(\alpha, \alpha^*) = \frac{1}{\pi^2} \int d^2 \lambda e^{\lambda^* \alpha - \lambda \alpha^*} \chi(\lambda, \lambda^*) \]  

(60)

and the characteristic function is obtained from the density matrix via

\[ \chi(\lambda, \lambda^*) = \text{Tr}\{\tilde{\rho}(t) e^{\lambda \phi^\dagger - \lambda^* \phi}\} = \text{Tr}\{\tilde{\rho}(t) e^{\lambda \phi^\dagger} e^{-\lambda^* \phi} e^{-|\lambda|^2/2} \]  

(61)

The relation to eqn. (50) is established through \( \alpha = x + ip \).

For our projected state, eqn. (59), computation of the characteristic function can easily be performed, since the coherent states \( |\Phi_n\rangle \) are eigenstates of the annihilation operator. Using the trace relation \( \text{Tr}\{|\alpha\rangle \langle \beta |\} = \langle \beta | \alpha \rangle \) the characteristic function is obtained as

\[ \chi(\lambda, \lambda^*) = \frac{1}{4}|\mathcal{N}|^2 e^{-|\lambda|^2/2} \left( e^{\lambda \phi_0^* - \lambda^* \phi_0} + e^{\lambda \phi_1^* - \lambda^* \phi_1} + e^{-i\varphi(t)+i\theta} \langle \phi_0 | \phi_1 \rangle e^{\lambda \phi_0^* - \lambda^* \phi_0} + e^{i\varphi(t)-i\theta} \langle \phi_0 | \phi_1 \rangle e^{\lambda \phi_0^* - \lambda^* \phi_1} \right) \]  

(62)

We now compute the Wigner function from the Fourier transform of the characteristic function, using relation (60). To this end, we compute separately the four parts corresponding to the diagonal and off-diagonal elements of the density matrix. The total Wigner function is simply the sum of those parts. To present here the computation of \( W_{01} \) (with the phase factor \( e^{i\theta} \) factored out, since it only represents a choice of our projection), the other three parts are obtained in an equivalent manner. To perform the calculation, we obtain Gaussian integrals of the form \( \int dx e^{-x^2/c} = \sqrt{c/\pi} \) when using \( \lambda = a + ib \) in eqn. (60):

\[ W_{01} = \frac{|\mathcal{N}|^2}{4\pi^2} e^{-i\varphi} \langle \phi_0 | \phi_0 \rangle \int d^2 \lambda e^{\lambda \phi_1^* - \lambda^* \phi_0} e^{\lambda^* \alpha - \lambda \alpha^*} e^{-|\lambda|^2/2} \]  

\[ = \frac{|\mathcal{N}|^2}{4\pi^2} e^{-i\varphi} \langle \phi_1 | \phi_0 \rangle \int da db e^{(a+ib)\phi_1^* - (a-ib)\phi_0 + (a+ib)\alpha - (a+ib)\alpha^* e^{-\frac{1}{2}(a^2+b^2)} \]  

\[ = \frac{|\mathcal{N}|^2}{4\pi^2} e^{-i\varphi} \langle \phi_1 | \phi_0 \rangle \int da db e^{-\frac{1}{2}(a^2-2a(\phi_1^* - \phi_0 + \alpha - \alpha^*)} e^{-\frac{1}{2}(b^2-2ib(\phi_1^* + \phi_0 - \alpha - \alpha^*)} \]  

(63)

\[ = \frac{|\mathcal{N}|^2}{4\pi^2} e^{-i\varphi} \langle \phi_1 | \phi_0 \rangle \int da db e^{-\frac{1}{2}(a^2+b^2)} e^{\frac{1}{2}(\phi_1^* - \phi_0 + \alpha - \alpha^*)^2} e^{-\frac{1}{2}(\phi_1^* + \phi_0 - \alpha - \alpha^*)^2} \]  

\[ = \frac{|\mathcal{N}|^2}{2\pi} e^{-i\varphi} \langle \phi_1 | \phi_0 \rangle e^{\frac{1}{2}(-4\phi_1^* \phi_0 - 4\alpha \alpha^* + 4\phi_1^* \alpha + 4\phi_0 \alpha^*)} \]  

Writing out the inner product of coherent states as given by eqn. (152) and rewriting the phase as in eqn. (57), and performing the same computation for the other three parts of the Wigner
Figure 7: The time evolution of the cantilever’s projected Wigner function for $\beta = 0$, $\kappa = 2$ and $\hbar = \omega_c = m = 1$. When the photon enters the cavity, the Gaussian Wigner function is split into two maxima, with the second performing a periodic motion and returning to the original position after exactly a full mechanical roundtrip. The two maxima represent the two possible cantilver states. The interference pattern inbetween shows that the two states are in a quantum superposition, the regions where the Wigner function is negative, shown in yellow and red, have no classical analogue.

The Wigner function is characterized by two spatially separated Gaussians, given by the first two exponentials in eqn. (64), and by an interference pattern between those two, characterized by the last two exponentials. The time-dependence of the amplitudes $\Phi_1(t)$ and $\Phi_0(t)$ also

\[
W(\alpha, \alpha^*, \beta, t) = W_{00} + W_{11} + e^{i\theta}W_{01} + e^{-i\theta}W_{10}
\]

\[
= \frac{|N|^2}{2\pi} \left( \exp \left\{ -2|\Phi_0|^2 - 2|\alpha|^2 + 2\alpha \Phi_0^* + 2\alpha^* \Phi_0 \right\} + \exp \left\{ -2|\Phi_1|^2 - 2|\alpha|^2 + 2\alpha \Phi_1^* + 2\alpha^* \Phi_1 \right\} + \exp \left\{ -i\varphi_0(t) + i\theta - \kappa^2(1 - \cos \omega_c t) - \Phi_0 \Phi_1^* - \Phi_0^* \Phi_1 - 2|\alpha|^2 + 2\alpha \Phi_1^* + 2\alpha^* \Phi_0 \right\} + \exp \left\{ i\varphi_0(t) - i\theta - \kappa^2(1 - \cos \omega_c t) - \Phi_0 \Phi_1^* - \Phi_0^* \Phi_1 - 2|\alpha|^2 + 2\alpha \Phi_1^* + 2\alpha^* \Phi_0 \right\} \right)
\]

where $\Phi_n(t) = \beta e^{-i\omega_c t} + n\kappa(1 - e^{-i\omega_c t})$ and $\varphi_0(t) = \kappa^2(\omega_c t - \sin(\omega_c t))$ as in eqns. (55) and (57), and the normalization factor is $|N|^2 = |N_x|^2$ as in eqn. (22).

The Wigner function is characterized by two spatially separated Gaussians, given by the first two exponentials in eqn. (64), and by an interference pattern between those two, characterized by the last two exponentials. The time-dependence of the amplitudes $\Phi_1(t)$ and $\Phi_0(t)$ also
determines the time evolution of the Wigner function: After each full mechanical roundtrip the two Gaussians in the Wigner function overlap and no interference pattern occurs. On the other hand, at half a mechanical roundtrip the cantilever is maximally displaced and the Wigner function at that time is characterized by two maximally separated Gaussians with a strong interference inbetween. This is illustrated in figure 7. It shows the quantum nature of the experiment, since in a purely classical experiment no interference between the two phase-space maxima would occur and the Wigner function would represent merely a statistical probability of finding the cantilever in either state.

The computation of the Wigner function in this section was performed for an initial pure cantilever state. However, the only effect of the initial state is on the location and on the size of the Wigner function in phase space. The qualitative time-dependent effects are not altered if we change $\beta$.

4.2 Wigner Function for a Thermal Initial State

We now proceed with the case when the cantilever is initially in a mixed state, $\hat{\rho}_{th}$, due to finite temperature, and compute the corresponding Wigner function $\bar{W}(\alpha, \alpha^*, \bar{n}, t)$. As expressed in eqn. (45), we obtain the time evolved, temperature dependent density matrix by integrating the density matrix for the pure state over all possible initial coherent states $\beta$ with a Gaussian weight of width $\bar{n} = 1/(e^{\bar{\omega}_c/kT} - 1)$. From eqns. (60) and (61) we see that to obtain the corresponding Wigner function it is sufficient to simply perform the same procedure on the Wigner function for an initially pure state, eqn. (64). Note though that the factor $|N|^2$ has to be excluded from the integral, since it represents only the proper renormalization of the state after a photon has been detected. For a thermal initial state, photon detection probabilities will be different and hence in that case a different renormalization factor is required, which is given by $|\bar{N}(\bar{n})|^2 = \frac{1}{\pi \bar{n}} \int d^2 \beta e^{-|\beta|^2/\bar{n}} |N(\beta)|^2$.

For the calculations it is convenient to separate the $\beta$-dependent part of the cantilever state from the rest, given by $\zeta(t)$:

$$\zeta(t) = \kappa(1 - e^{-i\bar{\omega}_c t})$$

such that we have

$$\Phi_0(t) = \beta e^{-i\bar{\omega}_c t}$$
$$\Phi_1(t) = \Phi_0(t) + \zeta(t)$$
$$\frac{1}{2} |\zeta(t)|^2 = \kappa^2 (1 - \cos \omega_c t)$$

We can now compute the cantilever’s Wigner function corresponding to an initial thermal state. In terms of $\bar{n}$ and with the new renormalization factor $|\bar{N}(\bar{n})|^2$ it is given by

$$\bar{W}(\alpha, \alpha^*, \bar{n}, t) = \frac{1}{\pi \bar{n}} \int d^2 \beta e^{-|\beta|^2/\bar{n}} \left|\frac{\bar{N}(\bar{n})}{N(\beta)}\right|^2 W(\alpha, \alpha^*, \beta, t)$$

The renormalization can easily be computed and is found to be

$$|\bar{N}(\bar{n})|^2 = \frac{1}{\pi \bar{n}} \int d^2 \beta |N(\beta)|^2 = \frac{2}{1 + \cos(\phi_0) e^{-\kappa^2(1+2\bar{n})(1-\cos \omega_c t)}}$$
Performing the same calculation for the other three parts of the Wigner function we obtain the final result:

\[
\tilde{W}_{01} = \frac{|\tilde{N}|^2}{2\pi^2\tilde{n}} e^{-i\varphi_0 - \frac{1}{2}|\tilde{z}|^2} \int d^2\beta e^{-|\beta|^2/\tilde{n}} e^{-\Phi_0\Phi_1^* - \Phi_0^*\Phi_1 - 2|\alpha|^2 + 2\alpha\Phi_1^* + 2\alpha^*\Phi_0} 
\]

for arbitrary \(a, b\) and \(c\). This relation can easily be checked by writing \(\beta\) in terms of its real and imaginary parts and performing the Gaussian integrals.

With the above relation and the definitions (66) for the amplitudes and (57) for the phase we obtain:

\[
\tilde{W}_{01} = \frac{|\tilde{N}|^2}{2\pi^2\tilde{n}} e^{-i\varphi_0 - \frac{1}{2}|\tilde{z}|^2} \int d^2\beta e^{-|\beta|^2/\tilde{n}} e^{-2|\beta|^2 - 2\alpha\beta^* \Phi_1 + 2\alpha^* \beta \Phi_0} 
\]

Performing the same calculation for the other three parts of the Wigner function we obtain the final result:

\[
\tilde{W}(\alpha, \alpha^*, \tilde{n}, t) = \tilde{W}_{00} + \tilde{W}_{11} + e^{i\beta} \tilde{W}_{01} + e^{-i\beta} \tilde{W}_{10} 
\]

\[
= \frac{|\tilde{N}(\tilde{n})|^2}{2\pi(1 + 2\tilde{n})} \left\{ -\frac{1}{1 + 2\tilde{n}} 2|\alpha|^2 \right\} 
\]

\[
+ \exp \left\{ -i\varphi_0 + i\theta - \frac{1}{1 + 2\tilde{n}} \left( 2|\alpha|^2 + \frac{1}{2}|\tilde{z}|^2 - 2(\tilde{n} + 1)|\alpha|^2 \right) \right\} 
\]

with \(\zeta(t) = \kappa(1 - e^{-i\omega_c t}), \frac{1}{2}|\zeta(t)|^2 = \kappa^2(1 - \cos \omega_c t), \varphi_0(t) = \kappa^2(\omega_c t - \sin(\omega_c t))\) and \(\tilde{n} = 1/(e^{\hbar \omega_c/kT} - 1)\).

From the above result we see that the effect of finite temperatures is to widen the Gaussian maxima and at the same time to suppress the interference terms between them. Thermal averaging thus results in a Wigner function that is spread out over all phase space and is highly washed out, since all possible cantilever coherent states and the corresponding quantum interferences are averaged over. This can be seen in figure 8.

It has been argued by Bernád et al. [39] that at high temperatures, the Wigner function becomes completely independent of \(\hbar\) and thus no quantum effects will be observable, since the Wigner function will be equivalent to a classical phase space probability distribution. Indeed, in the high temperature limit \(kT >> \hbar \omega_c\), the factor \(\kappa^2 \tilde{n}\) becomes independent of \(\hbar\) if we plug
The effect of finite temperatures on the cantilever’s projected Wigner function, at time \( t = \pi \) for \( \kappa = 1/\sqrt{2} \) \((\hbar = \omega_c = m = 1)\). The peaks and the negative regions of the Wigner function can be seen to quickly wash out with increasing thermal phonon occupations.

in the definition for the optomechanical coupling, eqn. (2), and expand \( \bar{n} \approx kT/\hbar\omega_c \). However, from the above calculation we see that apart from factors \( \kappa^2 \bar{n} \) the averaged Wigner function also contains other combinations of \( \kappa \) and \( \bar{n} \) in its interference terms. Thus, in the high temperature limit the thermally averaged Wigner function (71) is still a function of \( \hbar \). It remains a quantum quantity even in this limit.

4.3 Negativity in Phase Space as a Measure of Non-Classicality

We have shown that the Wigner function cannot be considered to be completely classical even in the thermal case. However, we have already noted in the end of section 3.10 that interpreting and quantifying non-classical effects unambiguously at higher temperatures poses a challenge. For pure states we were able to use the relation between visibility and entropy to quantify the entanglement between photon and cantilever. But determining entanglement between mixed states is a very difficult challenge and still an important open problem in quantum information science. Although in some related work entanglement at finite temperatures was considered \([16, 14, 13, 12]\), we follow here a different route and use the negativity of the thermally averaged Wigner function as a lower bound for the non-classicality of the cantilever.

As we have noted, if a Wigner function is negative it cannot have any classical analogue. It is thus convenient to quantify the total negativity of the Wigner function \([36]\):

\[
N = \int dx \int dp \left( |W(x,p)| - W(x,p) \right) = \int dx \int dp |W(x,p)| - 1. \tag{72}
\]

For our case, as long as part of the Wigner function is negative, the cantilever is clearly in a non-classical superposition state. Thus we use the negativity to put a bound on the tolerable temperatures for the interpretation of the cantilever state to be unambiguously non-classical. Figure 9 shows the numerical computation of the negativity at \( t = \pi/\omega_c \) for different values of \( \kappa \) and \( \bar{n} \).

The negativity of the Wigner function at half a mechanical round trip decreases rapidly with \( \bar{n} \) and is also dependent on \( \kappa \). In practice, this implies that \( \bar{n} \) must of order 1 for \( \kappa \approx 1 \) if we want to unambiguously proof a quantum superposition. If the temperature is higher, statistical
Figure 9: Negativity of the projected cantilever state as a function of coupling constant $\kappa$ for several different mean phonon numbers, $\bar{n}$. At higher temperatures, the negativity is strongly reduced, showing that for $\kappa \approx 1/\sqrt{2}$ cooling close to the ground state would be necessary for an unambiguous non-classical interpretation of the experimental outcome. For higher $\kappa$ larger initial temperatures would be tolerable. The oscillations present when $\bar{n} = 0$ are due to a phase shift in the interference terms when it overlaps with the two maxima of the states.

Averaging over many experimental runs will mask the quantum effects. Note that somewhat higher values of $\bar{n}$ are tolerable for higher $\kappa$, but increasing the optomechanical coupling is a very difficult experimental challenge.

With the negativity of the Wigner function we have obtained a quantification of the non-classicality of the experimental outcome. It serves as a lower bound, since a quantum superposition is expected to be present even if the cantilever is not cooled to the ground state. But since we cannot distinguish statistical averaging from the quantum effects, we have to rely on the above results in order to make the claim of a quantum superposition of the cantilever to be unambiguous.
5 Decoherence

In the preceding discussions we have assumed that the system is fully decoupled from any external effects. In practice, the experimental setup will inevitably interact with its environment. The environmental states will entangle with the states of the cantilever and will thus obtain information on the system. In this way, a monitoring of the cantilever states takes place and destroys quantum superpositions. It is not necessary that the environmental states are being read out, the information storage in the environment is sufficient. This is known as decoherence, and poses an experimental challenge for all investigations of quantum effects at large scales [40, 41, 42, 43, 44]. Here we are concerned about the destruction of quantum coherence in the cantilever states due to its coupling to other degrees of freedom. We will discuss how decoherence of the cantilever can be described and will estimate the effect of different physical environments on the quantum superposition.

When considering a closed system comprising both the system and the entire environment with which it interacts (the so-called bath if it is in a thermal equilibrium state), one can apply the Hamiltonian formulation and study the unitary time evolution. Such a description applies to the full system including all degrees of freedom of the bath and all internal correlations. However, it is practically impossible to keep track of the bath, and we are only interested in the few degrees of freedom of the system under investigation, the reduced system. We would thus like to find effective time evolution equations for our reduced system which incorporate the effects of the environment without keeping track of the environment itself. We are led to an open quantum system description in which the bath is integrated out. Such a reduced system is described via its reduced density matrix, which is obtained from the full density matrix including all degrees of freedom by tracing out the bath states. The time evolution of the reduced density matrix is governed by a differential equation, called the master equation.

Obtaining a master equation that describes the time evolution of a system including the effect of an external bath can be done in different ways [45, 46, 47, 48, 49, 50]. One possibility is to start from a phenomenological Hamiltonian of the full system, which includes the bath and all interactions, and subsequently integrate out all states of the bath. With some approximations it is possible to derive a master equation for the reduced system in this way. Another approach is to take the general mathematical form of a master equation for an open quantum system and choose the specific terms on physical grounds. In the next chapters, we will briefly outline those two approaches and use them to find the decoherence timescale for the cantilever when coupled to the environment.

5.1 Timescales in an Open Quantum System

For the study of open quantum systems it is of ample importance to indentify the timescales involved. The validity of master equations that describe an open quantum system usually depends on a particular seperation between those timescales, which enables the use of certain approximations. The three main timescales for open quantum systems are the following [47, 51]:

The dissipation timescale $\tau_{diss} = 1/\gamma$ is a characteristic timescale for the open system to reach equilibrium, where $\gamma$ is the dissipation rate. $\tau_{sys}$ is a typical system timescale on which the free system evolves, in our case it is approximately an oscillation period $2\pi/\omega_c$. The typical timescale of internal bath correlations is given by $\tau_{bath}$, which governs the lifetime of “memory effects” in the bath. We expect it to be on the order of $\hbar/kT_b$, where $T_b$ is the temperature of the bath.
In a very well isolated system the interaction with the bath is weak and thus the dissipation time is relatively large. However, even for very slow thermalization with the environment quantum superpositions in the system can be destroyed rapidly, since the environment effectively measures the state of the system. This loss of quantum coherence happens on the decoherence timescale $\tau_{\text{dec}}$ which can be much smaller than $\tau_{\text{diss}}$ in most cases. Our goal is to find $\tau_{\text{dec}}$ for the experiment at hand for different environmental influences and to investigate the validity of the various approximations used.

The specifications of the experiment are the following: The cantilever’s frequency is on the order of $\omega_c = 2\pi \times 1$kHz. Such a kHz silicon nano-oscillator can currently be fabricated with a Q-factor of ca. $Q = 10^5$, which gives us the dissipation rate $\gamma = \omega_c/Q \sim 0.1$Hz. The bath can be cooled down to about $T_b = 1mK$, or even lower. Thus the characteristic timescales in our experiment are the following:

$$
\tau_{\text{diss}} \sim 10 \text{s} \\
\tau_{\text{sys}} \sim 10^{-3} \text{s} \\
\tau_{\text{bath}} \sim 10^{-8} \text{s}
$$

Hence the experiment takes place in the regime

$$
\tau_{\text{bath}} \ll \tau_{\text{sys}} \ll \tau_{\text{diss}}
$$

Such a separation of timescales allows us to use Markovian master equations to describe the influence of a bosonic bath on our system. In the following, we present a general mathematical structure of Markovian master equations.

### 5.2 The Lindblad Form of a Master Equation

The time evolution of a density matrix $\hat{\rho}_{SB}(t)$ describing a closed system of the bath and the actual setup is given by a unitary operator $\hat{U}(t)$. As we said before, such a unitary evolution is not possible for an open system which consists of only a few degrees of freedom. Instead, the time evolution of a reduced density matrix describing an open system, $\hat{\rho}(t)$, is governed by a so-called dynamical map $\mathcal{V}(t)$:

$$
\hat{\rho}(t) = \mathcal{V}(t)\hat{\rho}(0)
$$

The difference to a unitary evolution is schematically represented in figure 10. Such a dynamical map has to be a completely positive, trace preserving quantum operation in order to allow for the correct physical interpretation of $\hat{\rho}(t)$ as the density matrix. If, additionally, we assume that our reduced system can be described in a Markovian regime where memory effects of the environment are neglected (i.e. $\tau_{\text{bath}} \ll \tau_{\text{sys}}$), the dynamical map has also the semigroup property $\mathcal{V}(t_1)\mathcal{V}(t_2) = \mathcal{V}(t_1 + t_2)$ [51]. Such a semigroup can usually be generated by a linear map $\mathcal{L}$ [52]:

$$
\mathcal{V} = e^{\mathcal{L}t}
$$

which yields the general master equation for the reduced density matrix of the system :

$$
\frac{d\hat{\rho}}{dt} = \mathcal{L}\hat{\rho}
$$

$\mathcal{L}$ is a superoperator (an operator whose action on other operators yields an operator) which generalizes a Liouville operator from classical mechanics. Linblad has shown that the most
Figure 10: The action of a dynamical map $\mathcal{V}(t)$ on the reduced density matrix $\hat{\rho}(0)$. The unitary evolution $\hat{U}(t)$ acts on the total system $\hat{\rho}_{S+B}$.

The general form of such a Markovian master equation describing the time evolution of a reduced system is given by [53]:

$$
\frac{d\hat{\rho}}{dt} = -\frac{i}{\hbar}[\hat{H}, \hat{\rho}] + \sum_j (\hat{L}_j \hat{\rho} \hat{L}_j^\dagger - \frac{1}{2} \hat{L}_j^\dagger \hat{L}_j \hat{\rho} - \frac{1}{2} \hat{\rho} \hat{L}_j^\dagger \hat{L}_j) \tag{77}
$$

Here, $\hat{H}$ is the Hamiltonian (with some possible renormalization of the frequency due to the interaction with the bath) and the first term represents the unitary part of the evolution. $\hat{L}_j$ are so-called jump operators which incorporate the influence of the bath on the system. They have to be chosen when trying to model an open system, or derived from a phenomenological interaction Hamiltonian. The proof by Lindblad for eqn. (77) assumes that the operators $\hat{L}_j$ and the Hamiltonian are bound operators, but in physical systems they are usually not. His theorem was extended to unbound operators by Holevo [54]. Interestingly, all physical master equations are of the Lindblad form (77) or can be brought into the form by slight modifications, even those obtained from phenomenological and microscopic models [55, 56, 57, 51]. Thus we assume that a realistic master equation should be related to the above form.

We can understand the various terms in the Lindblad equation in the following way: When a jump takes place, the term proportional to $\hat{L}_j \hat{\rho} \hat{L}_j^\dagger$ changes the state of the system into a new state which is governed by the interaction to the bath. The other terms, $-\frac{1}{2} \hat{L}_j^\dagger \hat{L}_j \hat{\rho} - \frac{1}{4} \hat{\rho} \hat{L}_j^\dagger \hat{L}_j$, are important for the case when no jump takes place. Without a jump we gain some information on the state of the system, since the probability to find the system in its original state is higher. Thus those terms incorporate a proper probability renormalization of the system state in the case when no jump takes place.

It has been common practice when dealing with decoherence phenomena in quantum optics to start with the Lindblad equation (77) and use appropriately chosen jump operators to model an interaction with the environment [58]. We shall adapt this approach but will also justify our choices for the jump operators and relate the resulting master equations to those obtained from microscopic, or rather phenomenological, models.
5.3 Effect of Dissipation on Quantum Coherence

Any dissipative effects in the system will lead inevitably to decoherence. In this section we calculate in detail the effect of damping of the cantilever and compute the decoherence time. The damping occurs in our case by coupling of the fundamental cantilever mode to other modes and also to the bulk which it is attached to. All these modes we consider as the bath. Here we assume that it is effectively at zero temperature, so that it can only absorb phonons from the cantilever. Therefore we investigate a dissipative process only which doesn’t include thermal fluctuations. The advantage is that the problem can be solved exactly for the system at hand.

We start our discussion by using our system Hamiltonian

\[ \hat{H} = \hbar \omega_c (\hat{a}^\dagger \hat{a} + \hat{b}^\dagger \hat{b}) + \hbar \omega_c \hat{c}^\dagger \hat{c} - \kappa \hbar \omega_c \hat{a}^\dagger \hat{a} (\hat{c} + \hat{c}^\dagger) \]  

(78)

which we insert into the Lindblad equation (77) and choose the only jump operator to be

\[ \hat{L} = \sqrt{\gamma} \hat{c} \]  

(79)

The operator \( \hat{c} \) annihilates a phonon in the cantilever, which happens at the rate \( \gamma \). This phonon dissipates into the bath. There is also no back-action from the bath, so no phonon can be created in the cantilever. Thus the interaction with the bath causes only an amplitude damping of the cantilever’s oscillation. The resulting master equation reads

\[ \frac{d\hat{\rho}(t)}{dt} = -\frac{i}{\hbar} [\hat{H}, \hat{\rho}] + \gamma \left( 2 \hat{c} \hat{\rho} \hat{c}^\dagger - \hat{c}^\dagger \hat{c} \hat{\rho} - \hat{\rho} \hat{c}^\dagger \hat{c} \right) \]  

(80)

Concerning the validity of this master equation we note that it can be derived from a specific interaction Hamiltonian that couples the bath to the system, which we will show in our discussion of finite temperature baths, section 5.4. Thus our choice for the jump operator indeed yields a physically justified master equation for a dissipative oscillator.

The master equation (80) can be solved exactly for the states of the full photon-cantilever system. The solutions to the Hamiltonian part and to the dissipative part of the equation are known and are given in terms of coherent states. Therefore, we can construct the full solution by combining the two separate solutions in a proper way. The details of the calculations are found in appendix A.5.

Here we quote the final result for the interferometric visibility, when the cantilever is initially in a thermal state with mean phonon number \( \bar{n} \):

\[ v(\gamma, \bar{n}, t) = \exp \left\{ -D(\gamma, t) - \frac{\kappa^2 \omega_c^2}{2 (\omega_c^2 + \frac{\gamma^2}{4})} (1 + 2\bar{n}) \left( 1 + e^{-\gamma t} - 2e^{-\frac{\gamma^2}{4}t} \cos \omega_c t \right) \right\} \]  

(81)

with \( D(\gamma, t) \) given by

\[ D(\gamma, t) = \frac{\kappa^2 \omega_c^2}{2 (\omega_c^2 + \frac{\gamma^2}{4})} \left\{ \gamma t + 1 - e^{-\gamma t} + \frac{\gamma^2 \left( e^{-\frac{\gamma^2}{4}t} \cos \omega_c t - 1 \right) - 2\gamma \omega_c e^{-\frac{\gamma^2}{4}t} \sin \omega_c t}{\omega_c^2 + \frac{\gamma^2}{4}} \right\} \]  

(82)

The term \( D(\gamma, t) \) is responsible for the decoherence of the cantilever, and it thus reduces the interferometric visibility. If the cantilever superposition has completely decohered, no interference visibility would be possible since the bath has effectively measured the system. The
Figure 11: Interferometric visibility in the presence of strong mechanical damping, according to eqn. (84) with \( \gamma = \omega_c/Q \). The experimental goal is to achieve much higher values of \( Q \).

The second term in the above equation for the visibility (81) stems from the overlap between the two possible coherent states of the cantilever. The \( \gamma \) - dependence there is due to the damping of the states. Note that the visibility reduces in the limit \( \gamma \to 0 \) to the correct non-dissipative result, eqn. (46).

We emphasize that the thermal averaging which we performed here is due to the finite phonon occupation number in the cantilever, whereas the bath temperature is still zero. Thus we implicitly assume a separation of temperatures: the finite initial temperature of the cantilever and the zero temperature of the bath. Those two temperatures can indeed be separated by optical Stokes and anti-Stokes processes acting on the cantilever’s center of mass mode, such as in optical cooling [7, 8, 9].

In practice, one will be interested in reducing the interaction with the bath as much as possible. We have noted in section 5.1 that the cantilever can be expected to have a damping rate on the order of \( \gamma \approx 0.1 \) Hz. The first visibility revival peak will be after \( t = 2\pi/\omega_c = 1\text{ms} \). Thus we are in the regime

\[
\gamma << \omega_c, \quad \gamma t << 1
\]

and we can expand the equation for the interferometric visibility, eqn. (81). To first order in the approximation we get

\[
v(\gamma, \bar{n}, t) \approx \exp \left\{ -\kappa^2 \left( \gamma t - \frac{\gamma}{\omega_c} \sin \omega_c t \right) - \kappa^2 \left( 1 + 2\bar{n} \right) \left( 1 - \frac{1}{2} \gamma t \right) \left( 1 - \cos \omega_c t \right) \right\}
\]  

(84)

After a full mechanical period, \( t = 2\pi/\omega_c \), the second term vanishes. But rather than having a complete revival of the interferometric visibility, we see that in the damped case the visibility has decohered to

\[
v(\gamma, \bar{n}, t = 2\pi/\omega_c) \approx e^{-\kappa^2 2\pi \gamma/\omega_c}
\]

(85)

Therefore, decoherence takes place in the weak coupling limit at a rate

\[
\tau_{\text{dec}}^{-1} = \kappa^2 \gamma
\]

(86)

which is close to the dissipation rate \( \gamma \). This is not surprising, since the only way the environment can gain information on the state of the system is via dissipation. Therefore, the state can only
significantly decohere once a phonon has leaked out which happens after the time (for $\kappa \sim 1$)

$$\tau_{\text{dec}}^{(\gamma)} = 10s$$

(87)

Since the experiment takes place on the order of ms, decoherence due to dissipation will not pose a significant problem.

In terms of the spatial separation of the two superposed states, given in eqn. (12), the decoherence rate can be written as

$$\tau_{\text{dec}}^{-1} = \gamma m \omega_c \frac{(\Delta x)^2}{8\hbar}$$

(88)

Thus we have found the decoherence rate of the cantilever due to dissipation into a zero temperature bath by solving exactly a model for damping. The solutions generalize our previous results for the states of the system to include dissipation. The resulting decoherence is governed by the dissipation rate, and it is independent of the initial temperature of the cantilever. Also, in our case decoherence only depends on the spatial separation of the states in question, but not on the exact details of the driving by the photon. These results will be helpful in our subsequent discussion of decoherence at finite bath temperatures.

5.4 Bosonic Bath in the Born-Markov Approximation

At finite temperatures, we expect the decoherence process to be accelerated while the dissipation should remain basically the same as calculated in the previous section. This is due to the fact that thermal fluctuations will allow the bath to obtain information on the system more rapidly, but there is no extra energy transfer which could lead to more dissipation. Thus, what we expect is that the decoherence factor $D(\gamma, t)$ from the previous section (eqn. (82)) will have to be modified to include finite temperature effects of the bath.

Naively, we can anticipate that the decoherence factor might have to be modified in the following way: $D \rightarrow \bar{N}D$, where $\bar{N}$ is the average thermal occupation number of bath phonons at resonance with the cantilever. Thermal phonons in the bath should accelerate the decoherence process since they are responsible for thermal fluctuations, and indeed we will show from studies of a master equation that the above estimate holds well.

Instead of choosing specific jump operators we are interested in deriving a master equation from a phenomenological interaction model which yields us the proper coefficients. Here we will briefly outline the approximations used in the derivations and state the result in the most general form. We note that the same result can be derived in many ways as can be found in the literature on quantum optics and open quantum systems [49, 59, 60, 51, 61]. We will mostly follow the route used for quantum optical setups.

The usual assumption, which holds very well in our case (see section 5.1), is a memoryless bath so that the interaction at one time is independent of the interaction at a later time. That is to say, the correlations in the bath are very short-lived. This is called the Markovian approximation and allows us to derive a master equation for the open system. A second assumption that is invoked is a weak coupling between the bath and the system. It allows to treat the evolution of the full system perturbatively and truncate it after the second order in the interaction, which is the usual Born approximation.

To be more specific, let us consider the density matrix $\hat{\rho}_{SB}(t)$ describing the states of the system and the bath. The evolution is governed by a Hamiltonian of the general form

$$\hat{H} = \hat{H}_S + \hat{H}_B + \hat{H}_{\text{int}}$$

(89)
with the system, the bath and the interaction Hamiltonians, respectively. In the interaction picture we can therefore write the evolution of the full density matrix as

$$\frac{d\hat{\rho}_{SB}(t)}{dt} = -\frac{i}{\hbar}[\hat{H}_{int}(t), \hat{\rho}_{SB}(t)]$$

(90)

By formal integration and insertion of the result back into the above equation we can write it as

$$\frac{d\hat{\rho}_{SB}(t)}{dt} = -\frac{i}{\hbar}[\hat{H}_{int}(t), \hat{\rho}_{SB}(0)] - \frac{1}{\hbar^2} \int_0^t ds [\hat{H}_{int}(t), [\hat{H}_{int}(s), \hat{\rho}_{SB}(s)]]$$

(91)

This is still an exact result and we have not invoked any approximations.

We are interested in a master equation for the density matrix of the system alone, with the bath degrees of freedom traced out:

$$\hat{\rho}(t) = \text{Tr}_B[\hat{\rho}_{SB}(t)]$$

(92)

We now perform the trace in (91) and use the assumption that the system and the bath are initially uncorrelated, i.e. $\hat{\rho}_{SB}(0) = \hat{\rho}(0) \otimes \hat{\rho}_B(0)$. This yields

$$\frac{d\hat{\rho}(t)}{dt} = -\frac{i}{\hbar} \text{Tr}_B \left\{ [\hat{H}_{int}(t), \hat{\rho}(0) \otimes \hat{\rho}_B(0)] \right\} - \frac{1}{\hbar^2} \text{Tr}_B \left\{ \int_0^t ds [\hat{H}_{int}(t), [\hat{H}_{int}(s), \hat{\rho}_{SB}(s)]] \right\}$$

(93)

This is still a formal integro-differential equation. However, we can use the Born and the Markov approximations to obtain the general form of a time-local master equation. For a large bath, the bath states will remain unchanged in time whereas the system density matrix will evolve. Any correlations between those two will be on the order of the interaction $\hat{H}_{int}$. The Born approximation thus allows us to replace $\hat{\rho}_{SB}(s)$ in the above expression by $\hat{\rho}(s) \otimes \hat{\rho}_B(0)$. However, since this quantity appears in the integral over all past times, the final density matrix will depend on all previous states of the system. This happens because the interaction allows the reservoir to obtain and store information on the system. In the Markovian approximation we neglect this dependence and set $\hat{\rho}(s) \approx \hat{\rho}(t)$. This can be done if the time correlations between the bath operators which are coupled to the system (i.e. appear in $\hat{H}_{int}$) are delta peaked, so that we get an additional $\delta(t - s)$ when computing terms like $\text{Tr}_B[\rho_B d_j(t) d_j^\dagger(s)]$. In fact, the entire influence of the bath on the system enters through such correlation functions alone [62].

With the Born-Markov approximation we can now write the master equation for the system’s density matrix in the most general form:

$$\frac{d\hat{\rho}(t)}{dt} = -\frac{i}{\hbar} \text{Tr}_B \left\{ [\hat{H}_{int}(t), \hat{\rho}(0) \otimes \hat{\rho}_B(0)] \right\} - \frac{1}{\hbar^2} \text{Tr}_B \left\{ \int_0^t ds [\hat{H}_{int}(t), [\hat{H}_{int}(s), \hat{\rho}(t) \otimes \hat{\rho}_B(0)]] \right\}$$

(94)

To be more specific, one needs a model for the interaction between system and the bath, so that the above integral can be computed.

The usual bath model assumes that the bath consists of infinitely many harmonic oscillators, which couple linearly to the system under investigation. For a finite temperature bath, one assumes that it is initially in a thermal equilibrium state and that it will not be significantly altered by the interaction due to its vast size. Thus the bath will have a thermal density matrix with a mean thermal phonon number (taken at resonance with the cantilever) $\bar{N} =
\[ \frac{1}{e^{\hbar \omega_c/kT_b} - 1} \], where \( T_b \) is the bath temperature. The interaction Hamiltonian is taken to be of the form

\[ \hat{H}_{\text{int}} = (\hat{c} + \hat{c}^\dagger) \sum_j \hbar \lambda_j (\hat{d}_j + \hat{d}^\dagger_j) \]  

(95)

where \( \hat{c} \) acts on the center of mass mode of the cantilever, \( \hat{d}_j \) are bosonic bath operators, and \( \lambda_j \) are coupling coefficients between the bath modes \( j \) and the cantilever. This interaction Hamiltonian assumes a linear coupling between the position operator of the cantilever and the position operators of the bath modes, thus representing a force acting on the cantilever. One can easily generalize the interaction to include linear coupling between momentum operators as well.

In the so-called rotating frame approximation (“RWA”) the terms \( \hat{c}\hat{d}^\dagger_j \) and \( \hat{c}^\dagger\hat{d}_j \) are neglected, since they are not energy conserving on short timescales. This is common practice in quantum optical systems and is valid when the frequency of the system is much larger than the damping rate, which holds for a weak coupling regime [48]. In the RWA, the interaction Hamiltonian (95) becomes

\[ \hat{H}_{\text{int}} = \sum_j \hbar \lambda_j (\hat{c}\hat{d}^\dagger_j + \hat{c}^\dagger\hat{d}_j) \]  

(96)

Such an interaction Hamiltonian together with a thermal bath density matrix can be used in eqn. (94) to derive a proper master equation. One then encounters bath correlation functions of the form \( \text{Tr}_B [\rho_B \hat{d}^\dagger_j(t)\hat{d}_j(s)] \), as we have mentioned before. These can be computed when invoking a Markovian approximation, such that they become proportional to \( \delta(t - s) \) [49, 59, 60]. One also needs to make an assumption on the various coupling constants \( \lambda_j \). The usual procedure is to take a so-called “Ohmic bath” in which all bath modes act effectively as a Langevin damping force on the system that is proportional to the system’s velocity.

Here we quote the resulting Markovian master equation, first obtained by Agarwal [63] and later, using path integral techniques by Caldeira and Leggett [46]:

\[ \frac{d\hat{\rho}}{dt} = -\frac{i}{\hbar} [\hat{H}_{\text{ren}}, \hat{\rho}] - i\frac{\gamma}{\hbar} [\hat{x}, \{\hat{p}, \hat{\rho}\}] - \frac{D(T_b)}{\hbar^2} [\hat{x}, [\hat{x}, \hat{\rho}]] \]  

(97)

where \( \{,\} \) is the anti-commutator, \( \hat{H}_{\text{ren}} \) is the system Hamiltonian with a slightly renormalized frequency and \( \hat{x} \) and \( \hat{p} \) are the position and momentum operators of the system, respectively. The coefficient \( \gamma \) is the damping coefficient as we used in the previous section, whereas \( D(T_b) \) is a diffusion coefficient given by

\[ D(T_b) = m\gamma\hbar\omega_c \coth \left( \frac{\hbar\omega_c}{2kT_b} \right) \]  

(98)

We will show in the next section that it is a generalization of the decoherence factor (82) which includes the effects of finite bath temperatures.

We note that with the RWA, the above master equation can also be written in the form common in quantum optical literature [49, 59, 60]:

\[ \frac{d\hat{\rho}}{dt} = -\frac{i}{\hbar} [\hat{H}, \hat{\rho}] + \frac{\gamma}{2} \left\{ (\tilde{N} + 1)(2\tilde{c}\tilde{\rho}\tilde{c}^\dagger - \tilde{c}^\dagger\tilde{c}\tilde{\rho} - \tilde{\rho}\tilde{c}\tilde{c}^\dagger) \right\} \]  

(99)

For \( \tilde{N} = 0 \), i.e. for a zero temperature bath, the above master equation reduces to the one we used in the previous section, eqn. (80).
5.5 Decoherence Induced by Thermal Fluctuations

When discussing decoherence due to dissipation, we have found in eqn. (88) that in our system the decoherence rate depends on the spatial separation of the two superposed states, $\Delta x$. The details of how this superposition state is created, in our case by the photon pressure in the Hamiltonian evolution, can be neglected and we can simply assume that a superposition state is already given. This assumption helps us to quickly obtain an estimate for the decoherence rate at finite temperatures, without explicitly solving for the states of the system. The result will be slightly higher than the actual rate since $\Delta x$ is the maximal displacement which in reality is only present at every half mechanical period.

Note that the dissipative term $-i\frac{\gamma}{\hbar}[\hat{x}, \{\hat{\rho}, \hat{\rho}\}]$ in (97) is independent of $\hbar$, whereas the diffusion term $-\frac{D(T_b)}{\hbar^2} [\hat{x}, [\hat{x}, \hat{\rho}]]$ in the high temperature limit scales like $\hbar^{-1}$. Therefore, we can safely assume that the diffusion term will dominate over the damping term when considering a relatively large object, and we are left with

$$\frac{d\hat{\rho}}{dt} = -\frac{D(T_b)}{\hbar^2} [\hat{x}, [\hat{x}, \hat{\rho}]] \quad (100)$$

We can easily evaluate this differential equation in the position representation with $\rho(x, x', t) = \langle x | \hat{\rho}(t) | x' \rangle$:

$$\frac{d\rho(x, x', t)}{dt} = -\frac{D(T_b)}{\hbar^2} (x - x')^2 \rho(x, x', t) \quad (101)$$

Here, $x$ and $x'$ refer to the positions of the two superposed states in question, thus we have $(x - x')^2 = (\Delta x)^2$. The solution to the above equation is

$$\rho(x, x', t) = \rho_0 e^{-\frac{D(T_b)}{\hbar^2} (\Delta x)^2 t} \quad (102)$$

Thus off-diagonal terms in the position representation decay with a rate

$$\tau^{-1}_{\text{dec}} = \frac{D(T_b)(\Delta x)^2}{\hbar^2} \quad (103)$$

This is the decoherence rate due to a finite temperature bath and is a generalization of our previous result (88). Note that taking the limit $T_b \to 0$ for the above decoherence rate indeed gives $\tau^{-1}_{\text{dec}} = \gamma m \omega_c (\Delta x)^2 / \hbar$. It is equivalent to what we found in the previous section in eqn. (88), up to a numerical factor of order unity which can be absorbed in the damping term $\gamma$.

For the high temperature limit $kT_b \gg \hbar \omega_c$ we find the decoherence rate in terms of the system parameters (using eqn. (12)) to be

$$\tau^{-1}_{\text{dec}} = \frac{2\gamma mkT_b(\Delta x)^2}{\hbar^2} = \frac{16 kT_b \kappa^2}{\hbar Q} \quad (104)$$

with $Q = \omega_c / \gamma$. This result is an order of magnitude estimate of the decoherence time due to thermal fluctuations. As we have expected, it is indeed approximately the result (88) of the previous section multiplied by $\bar{N}$ in the high temperature limit.

For the system parameters $\kappa \sim 1/\sqrt{2}$, $Q \sim 10^5$ and $T_b \sim 1\text{mK}$ we thus expect the cantilever superposition to decohere after a time

$$\tau^{(T_b)}_{\text{dec}} = 0.1\text{ms} \quad (105)$$
Figure 12: Wigner function of the system in the presence of environmentally induced decoherence. The interference terms are suppressed according to eqn. (102). The parameters are chosen as $\kappa = 2$ and $T_b/Q = 10^{-10} K$ ($h = \omega_c = m = 1$). In the ideal case, experimentally realizing a Q-factor of $10^5$ and a bath temperature of $10\mu K$ could be possible with a combination of forced helium cooling and adiabatic demagnetization [64].

This indicates that decoherence due to a thermal bath can be a serious obstacle to measuring an interferometric revival. The experiment takes place on a timescale of $1\text{ms}$, thus reducing thermal decoherence by increasing the mechanical Q-factor and reducing the bath temperature $T_b$ as much as possible is required. The bath considered here is a very generic bosonic bath, which in the realistic device includes the bulk to which the cantilever is attached as well as other modes of the cantilever.

We have performed an approximate analysis of the decoherence timescale, as it was first introduced by Zurek [42, 65, 66]. An exact open quantum system analysis of the experimental setup based on eqn. (97) has been performed by Bassi et al. [67] and Bernád et al. [39]. The former authors neglect the term proportional to $\hat{p}$ in eqn. (97) and solve the resulting recoilless equation for the density matrix projected onto the off-diagonal photon states. The latter authors find the solution of the full master equation for such a density matrix. To obtain an analytic solution, they use a characteristic function similar to the one we used in eqn. (61) to map the master equation (97) onto a first order Fokker-Planck type equation in phase space, which can be solved by the method of characteristics or by a Gaussian Ansatz. To remain within the scope of this thesis, we will not present the calculational details but simply state their results: the decoherence rate of the revival peaks in those papers is remarkably close to our estimate, both predicting a longer coherence time by only a factor of $8/3$. The slower decoherence rate in the exact treatment confirms the assumption that here we have found an upper bound to the decoherence rate, since the cantilever was taken to be initially in a maximally separated superposition state. Thus the exact value of $\tau_{dec}$ is indeed slightly larger than in eqn. (105), but the order of magnitude of decoherence is well captured in our estimate.

5.6 Modelling the Scattering of Particles

We will now discuss the effect of scattering on the quantum coherence of the cantilever. We assume that the free evolution of the cantilever is disturbed by scattering from the surrounding environment, which could be an external bath of molecules or photons. In our case the mirror
on the cantilever will be "localized" due to a continuous monitoring from the scattered particles, and thus the cantilever’s quantum coherence will be lost. Here, we discuss the effect of a general scattering environment on quantum coherence and investigate in the next sections the scattering of photons and molecules in particular.

Instead of deriving a master equation from a microscopic model, we use a shortcut by taking the Linblad form of the master equation (77) and choosing the jump operators as proposed by Alicki [68] to be

$$ \hat{L}_q = \sqrt{\gamma_q} e^{iq \cdot \hat{x}/\hbar} \tag{106} $$

This choice can be justified the following way: when acting on the particle’s momentum eigenstates, it will change them according to

$$ e^{iq \cdot \hat{x}/\hbar} |p\rangle\langle p| = |p+q\rangle\langle p+q| \tag{107} $$

Hence each "jump" corresponds to a scattering event which changes the particle’s momentum from \( p \) to \( p+q \). The momentum of the scattered, usually much lighter particle of the environment thus changes from \( q_i \) to \( q_f \) with \( q = q_i - q_f \). This is represented in figure 13.

The pre-factor \( \gamma_q \) has to be related to physical quantities of the system. It is a rate at which the jumps take place, thus we interpret it as the mean number of collisions in the system. This can be written as the flux of incoming particles, times the differential cross section of the scattering center, averaged over all outgoing angles. We thus write

$$ \gamma_q = \int \frac{d\Omega_f}{4\pi} n v(q_i) \frac{d\sigma}{d\Omega}(q_i, q_f) \tag{108} $$

where \( n \) is the number density and \( v(q_i) \) the velocity of incoming bath particles. Note that for elastic scattering we have \( q_i = q_f \). The sum in eq. (77) is replaced by the integral over all angles and momenta with the weight \( v(q) \), where \( v(q)dq \) is the fraction of bath particles with momentum magnitude in the interval \([q, q+dq]\). We thus obtain the general form of the master equation for elastic scattering (omitting the unitary evolution):

$$ \frac{d\hat{\rho}}{dt} = -\int dq \nu(q)n v(q) \int \frac{d\Omega d\Omega_f}{4\pi} \frac{d\sigma}{d\Omega}(q_i, q_f) (\hat{\rho} - e^{i(q_i-q_f) \cdot \hat{x}/\hbar} \rho e^{-i(q_i-q_f) \cdot \hat{x}/\hbar}) \tag{109} $$

Although we have only qualitatively derived the above master equation by using appropriate jump operators, a microscopic derivation using scattering matrix theory is also possible. This was done by Joos and Zeh [69] in the limit of \( xq/h \ll 1 \) and by Gallis and Flemming [70] in the general case. A careful analysis was performed by Hornberger and Sipe [71] yielding exactly the master equation (109).

We now apply the above master equation to our system under investigation. We want to obtain an order of magnitude estimate for the decoherence time due to scattering. In such an estimate we can ignore the internal dynamics of our system and just analyze the change of the density matrix according to (109). In the position representation it reads

$$ \frac{d\rho(x,x',t)}{dt} = -\int dq \nu(q)n v(q) \int \frac{d\Omega d\Omega_f}{4\pi} \frac{d\sigma}{d\Omega}(q_i, q_f) (1 - e^{i(q_i-q_f) \cdot (x-x')/\hbar}) \rho(x,x',t) \tag{110} $$

Here, \( x \) and \( x' \) correspond to the different possible positions of the mirror. Since in our system the spatial superposition is small compared to typical wavelengths of the surrounding particles,
we have $q\Delta x/\hbar \ll 1$ and can expand the exponential in (110) which yields

$$
\frac{d\rho(x,x',t)}{dt} \approx -\frac{1}{2} \int dq \nu(q)\nu(q) \int \frac{d\Omega d\Omega'}{4\pi \hbar^2} \frac{d\sigma}{d\Omega}(q_i, q_f) ((q_i - q_f) \cdot (x - x'))^2 \rho(x, x', t)
$$

$$
= -\frac{(\Delta x)^2}{\hbar^2} \int dq \nu(q)\nu(q) q^2 \sigma_{eff}(q) \rho(x, x', t)
$$

(111)

We have used the fact that the linear term averages to zero and have included all angular integrals in the effective cross-section

$$
\sigma_{eff}(q) = \frac{1}{2} \int \frac{d\Omega d\Omega'}{4\pi} \frac{d\sigma}{d\Omega}(q, q')(\cos \theta - \cos \theta')^2
$$

(112)

If the surrounding particles scatter isotropically, we simply get $\sigma_{eff}(q) = \frac{1}{4} \sigma(q)$.

With the above result, we find the time evolution of the density matrix to be

$$
\rho(t) = \rho_0 e^{-\Lambda(\Delta x)^2 t}
$$

(113)

with

$$
\Lambda = \frac{1}{\hbar^2} \int dq \nu(q)\nu(q) q^2 \sigma_{eff}(q)
$$

(114)

which is the so-called localization rate for a scattering environment.

We have left the specifications of the environment open. Let us now apply the above formula to find the localization rates for the case of surrounding molecules and for a surrounding photon field.

### 5.7 Decoherence due to Scattering of Photons

Although the experimental setup can easily be shielded from electromagnetic radiation, it is still instructional to consider the effect of photon scattering on the quantum coherence of our mirror.

The photon field can be characterized by Planck’s distribution law for black body radiation. We know that the density of modes with momenta in the interval $[q, q+dq]$ is given by $q^2 dq/\hbar^3 \pi^2$. The mean number of photons with momentum $q$ and with two polarization modes is type
distributed, \(2(e^{\nu c/k_B T} - 1)^{-1}\). Thus the density of occupied momentum modes, \(u(q)\), is the product of those two, given by

\[
u(q) = \frac{q^2}{\pi^2 h^3} \frac{2}{e^{qc/k_B T} - 1} \tag{115}\]

and the probability to find photons with a momentum magnitude in the interval \([q, q + dq]\) becomes

\[
u(q) dq = \frac{u(q) dq}{u_{tot}} \tag{116}\]

where \(u_{tot}(q) = \int dq u(q)\).

The photon density that enters expression (114) is obtained by integrating the mean number of photons per mode over all momentum space:

\[
\frac{d^3 q}{(2\pi h)^3} \frac{2}{e^{qc/k_B T} - 1} \tag{117}\]

After using equations (117) and (116) in the expression for the localization, (114), we are left with integrals of the form

\[
\int_0^\infty x^{n-1} dx = \zeta(n) \Gamma(n) \tag{118}\]

where \(\zeta(n)\) is the Riemann Zeta function and \(\Gamma(n)\) is the Gamma function. With \(x = qc/k_B T\) this yields \(u_{tot} = 4/\pi^2 \cdot (k_B T/hc)^3 \zeta(3)\) and \(n = 2/\pi^2 \cdot (k_B T/hc)^3 \zeta(3)\) Thus the localization rate from photon scattering becomes

\[
\Lambda^{(Ph)} = \frac{c}{2h^2} \int dq u(q) q^2 \sigma_{eff}(q) \tag{119}\]

The effective scattering cross-section \(\sigma_{eff}\) can vary depending on the wavelength of the incoming light. We use the general form \(\sigma_{eff} = \tilde{\sigma}(q/h)^p\) in which the value of \(p\) determines the type of scattering. With this and the expressions (115) and (118) we obtain the general result for localization due to black-body radiation:

\[
\Lambda^{(Ph)} = 2 \tilde{\sigma} \frac{\pi a^6}{c^8} \zeta(9) \tag{120}\]

The differential cross-section depends on the wavelength of the incoming light, \(\lambda\). If it is much larger than the extension of our object, \(\lambda \gg a\), then light is scattered mostly by Rayleigh scattering. In this case the differential cross-section is given by

\[
\frac{d\sigma}{d\Omega} = \frac{1}{2} \left( \frac{q}{\hbar} \right)^4 a^6 (1 + \cos^2(\theta)) \tag{121}\]

We obtain \(\sigma_{eff}\) from expression (112):

\[
\sigma_{eff} \approx \pi a^6 \left( \frac{q}{\hbar} \right)^4 \tag{122}\]

Thus we have \(p = 4\) and \(\tilde{\sigma} = \pi a^6\) in eq. (120) and the localization rate becomes

\[
\Lambda^{(Ph-)} = \frac{2}{\pi} a^6 e^{8! \zeta(9)} \left( \frac{k_B T}{hc} \right)^9 \tag{123}\]
With \( \zeta(9) \approx 1.002 \) the localization rate as a function of temperature (in K) and object size (in meters) reads
\[
\Lambda^{(Ph-)} = 4 \cdot 10^{36} [T/K]^{-9} [a/m]^6 \text{m}^{-2}\text{s}^{-1}
\] (124)

We have thus found an expression for the effect of Rayleigh scattering of photons on the quantum coherence of our object. This result was first obtained by Joos and Zeh in 1985 [69]. We see that the result is highly dependent on the temperature of the photon emitter and the size of the object under investigation.

The localization rate allows us to calculate the decoherence time for our particular setup. From eq. (113) we see that
\[
\tau_{\text{dec}} = \frac{1}{\Lambda(\Delta x)^2}
\] (125)

The spatial separation of the two superposed mirror states for \( \kappa \approx 1 \) is \((\Delta x)^2 = 10^{-25} \text{m}^2\), and the size of the mirror is \( a = 10 \mu\text{m} \). We thus obtain
\[
\tau^{(Ph)}_{\text{dec}} = 2 \cdot 10^{18} [T/K]^{-9} \text{s} = \begin{cases} 10^{18} \text{s} & T = 1 \text{K} \\ 10^{-4} \text{s} & T = 300 \text{K} \end{cases}
\] (126)

For a low temperature radiation field the decoherence effect is extremely weak. However, radiation from an object at room temperature can have a significant influence on the quantum superposition of the mirror. Since a typical experimental run will last about 1ms, thermal radiation from objects in the laboratory can be enough to destroy the quantum coherence of the setup. Thus shielding from radiation is necessary, although required independently by the cooling mechanism anyway.

It is important to note that we have considered Rayleigh scattering, which is valid for \( \lambda \gg a \). Since \( a \approx 10 \mu\text{m} \), this type of scattering occurs only for wavelengths which are greater than the infrared. Thus, from Wien’s law, only a small fraction of emitted photons from black bodies with temperatures larger than 300K will undergo Rayleigh scattering.

Now let us consider the opposite case, in which the wavelength of the radiation is smaller than the object size, \( \lambda < a \). This type of scattering will be valid for a black body emitter at temperatures \( T > 300K \). In this case the geometric cross-section of the object becomes important and we have
\[
\sigma_{eff} \approx \frac{1}{3} \pi a^2
\] (127)

Hence for the case of high frequency radiation the coefficients in eq. (120) are \( p = 0 \) and \( \tilde{\sigma} = \pi a^2/3 \). The localization rate becomes
\[
\Lambda^{(Ph+)} = \frac{2}{3\pi} a^2 c 4! \zeta(5) \left( \frac{k_B T}{\hbar c} \right)^5 = 2 \cdot 10^{22} [T/K]^5 [a/m]^2 \text{m}^{-2}\text{s}^{-1}
\] (128)

where we used \( \zeta(5) \approx 1.037 \). Note the completely different dependence on temperature and size compared to the result for Rayleigh scattering, eq. (124).

The decoherence timescale we again obtain by using eq. (125), the size of the mirror, \( a = 10 \mu\text{m} \), and the superposition distance \((\Delta x)^2 = 10^{-25} \text{m}^2\). The result is
\[
\tau^{(Ph+)}_{\text{dec}} = 4 \cdot 10^{12} [T/K]^{-5} \text{s} = \begin{cases} 1 \text{s} & T = 300 \text{K} \\ 1 \text{ms} & T = 1300 \text{K} \end{cases}
\] (129)
We can see that for room temperature Rayleigh scattering will have a larger effect, even when taking into account that less particles are emitted at the required low frequencies. But for higher temperatures the above decoherence time will be valid, and hot objects close to the experiment will emit thermal radiation that can easily destroy the quantum coherence of the mirror.

5.8 Decoherence due to Scattering of Surrounding Molecules

In the previous section we have described the effect of a photon gas on the quantum coherence of the mirror. As we have noted, the setup can be shielded from incoming radiation and thus the majority of scattering events will be due to the surrounding molecules. To describe this process we again use the formalism developed in section 5.6.

The vacuum surrounding the mirror mostly consists of Helium atoms that originate from the dilution refrigerator. We can estimate the localization rate due to the Helium by using the general formula, eqn. (114), with the geometric cross section \( \sigma = \pi a^2 \), the average thermal velocity of the atoms, \( v_{th} = \sqrt{\frac{8k_BT}{\pi m_{He}}} \), and the density of Helium particles, \( n \). This yields

\[
\Lambda^{(He)} = \frac{1}{3} \frac{\pi a^2 n}{\hbar^2} \sqrt{\frac{8k_BT}{\pi m_{He}}} \int dq \nu(q) q^2.
\]

(130)

As in [68], we can interpret the integral as the typical average squared momentum of the surrounding particles, \( \int dq \nu(q) q^2 = \langle q^2 \rangle = \frac{v_{th}^2 m_{He}}{m} \), and get

\[
\Lambda^{(He)} = \frac{a^2 n}{3\sqrt{\pi \hbar^2}} \sqrt{\frac{8k_BT}{\pi m_{He}}} m_{He}.
\]

(131)

Using the ideal gas law, we can write the particle density in terms of pressure and temperature as \( n = p/kT \). With the atomic mass of Helium, \( m_{He} = 10^{-26} \text{kg} \), we get the localization rate

\[
\Lambda^{(He)} = 2 \cdot 10^{44} [T/K]^{1/2} [p/\text{Pa}] [a/m]^2 m^{-2} s^{-1}
\]

(132)

For \( (\Delta x)^2 = 10^{-25} m^2 \) and with the mirror size \( a = 10 \mu m \), the decoherence time for the superposition becomes

\[
\tau_{dec}^{(He)} = 10^{-9} [p/\text{Pa}]^{-1} [T/K]^{-1/2} s = \begin{cases} 3s & T = 1 \text{ mK}, \ p = 10^{-8} \text{ Pa} \\ 1ms & T = 10 \text{ mK}, \ p = 10^{-5} \text{ Pa} \end{cases}
\]

(133)

The first timescale, computed for ideal parameters, is much larger than the oscillator period \( 2\pi/\omega_c \approx 10^{-3} s \). Thus decoherence due to scattering of the environment will not affect the experiment in a significant way if those parameters are reached. However, for a less ideal vacuum or for higher temperatures decoherence due to scattered Helium particles will have a strong effect.

The analysis presented here yields only a qualitative result for the decoherence time. It does not take into account the system geometry with the mirror attached to a cantilever that oscillates in only one direction. The pressure gradient inside the setup and the internal dynamics of the system coupled to the single photon are also neglected. Thus we have obtained only a rough estimate of the expected decoherence time. However, the estimate captures well the order of magnitude of the effect of Helium on the coherence of our setup. It shows that decoherence due to elastic scattering will be negligible compared to decoherence due to the thermal coupling of the cantilever with other phonon modes, computed in (105). It also shows that a higher pressure inside the shielded setup can be tolerable, up to \( p \approx 10^{-5} \text{Pa} \).
6 Towards Testing a Gravitationally Induced Wavefunction Collapse

In this last section we address the ultimate goal of the experiment, to test a possible gravitationally induced collapse of a quantum wavefunction as discussed in section 2. If a gravitationally induced wavefunction collapse takes place, no signature of a quantum superposition should be observable after a characteristic time $\tau_{col}$. In practice this means that in our experiment no visibility revival peak would be observable, since the cantilever becomes completely classical and thus stores perfectly the which-path-information of the photon. Thus one can probe the collapse by observing the visibility revival peak if the duration of the experiment is on the order of $\tau_{col}$. Any quantum decoherence effects as discussed in the previous sections will also reduce the visibility and one will have to separate those two similar effects which are of fundamentally different origin. Therefore it is necessary to reduce the “background” of an environmentally induced decoherence such that a possible collapse would be observable. It will be a significant challenge to extract the correct interpretation from the data, and it will be of ample importance to understand all possible decoherence sources.

It was suggested by Penrose [22] that a collapse will take place on the timescale of

$$\tau_{col} \sim \frac{\hbar}{\Delta E}$$

where $\Delta E$ is the gravitational self energy of the system and is given by

$$\Delta E = G \int d^3x \int d^3y \frac{(\rho(x) - \rho'(x))(\rho(y) - \rho'(y))}{|x - y|}$$

The primed and unprimed mass densities refer to the two superposed states. This estimate comes about from considering the different gravitational forces due to the two superposed states acting on a test particle.

Here we are interested in giving an estimate of $\tau_{col}$ for the experiment at hand. From eqn. (135) we see that the proposed collapse time depends on the mass density of the object in superposition. However, it is not known what the exact mass distribution of matter on a quantum level is. We will therefore estimate the collapse time for different possible choices of the mass distribution.

Let us first assume that the mass is evenly distributed within the object. When the distance $\Delta x$ by which the cantilever is being displaced is smaller than the thickness of the mirror, $a$, parts of the two superposed masses overlap. It is for our purposes sufficient to simply estimate the gravitational self energy:

$$\Delta E = \frac{1}{2} G \frac{m \Delta x}{a}$$

which is just the Newtonian gravitational energy for the non-overlapping pieces of mass $m \Delta x / a$. This result can be deduced by simple dimensional analysis but can also be obtained from solving equation (135) explicitly [72]. The displacement of the mirror is due to the photon pressure and is given in terms of the optomechanical coupling constant $\kappa$ in eqn. (12). Thus the Penrose timescale for gravitational collapse becomes

$$\tau_{col} \approx \frac{a^3 \omega_c}{Gmk^2}$$
For $a = 10\mu m$, $\omega_c = 2\pi \times 1\text{kHz}$, $m = 10^{-12}\text{kg}$ and $\kappa = 1$ we get the collapse time

$$\tau_{\text{col}} \approx 10^{11}\text{s} \quad (138)$$

Thus, if this estimate was correct, the collapse would never be experimentally observable in this setup.

However, we note that the assumption for an evenly distributed mass cannot be realistic. The mass is concentrated in the nuclei of matter, and we thus should use a granular density distribution for a better estimate of the collapse timescale. Thus we calculate more rigorously the gravitational self energy for a collection of tiny spheres, which represent the mass constituents of the cantilever. We assume that the superposition size is larger than the diameter of the spheres, and that their mass distribution is homogeneous.

For the calculations, note that we can write the gravitational self energy (135) also in terms of the gravitational potential $\Phi$:

$$\Phi(y) = -G \int d^3x \frac{\rho(x)}{|x-y|} \quad (139)$$

For a solid sphere of radius $R$ and mass $m_0$ the potential can easily be found by Gauss’ law and reads

$$\Phi(x) = \begin{cases} -\frac{Gm_0}{r} & , \quad r > R \\ -\frac{Gm_0}{2R} \left(3 - \frac{r^2}{R^2}\right) & , \quad r \leq R \end{cases} \quad (140)$$

Thus for a sphere with a homogeneous mass density $\rho = 3M/4\pi R^3$ we get

$$\Delta E_{\rho\rho} = G \int d^3x \int d^3y \frac{\rho(x)\rho(y)}{|x-y|} = - \int d^3y \rho(y)\Phi(y)$$

$$= 4\pi \rho \int_0^R dr r^2 \frac{Gm_0}{2R} \left(3 - \frac{r^2}{R^2}\right)$$

$$= \frac{8\pi}{5} Gm_0 \rho R^2$$

$$= \frac{6}{5} \frac{Gm_0^2}{R}$$

(141)

whereas for the other integral we get (for $\Delta x \gg R$):

$$\Delta E_{\rho'\rho'} = G \int d^3x \int d^3y \frac{\rho(x)\rho'(y)}{|x-y|} = - \int d^3y \rho'(y)\Phi(y)$$

$$\approx \frac{Gm_0^2}{\Delta x} \quad (142)$$

Thus the total gravitational self energy for a sphere in a superposition becomes

$$\Delta E = \frac{2Gm_0^2}{R} \left(\frac{6}{5} - \frac{R}{\Delta x}\right) , \quad \text{for} \quad \Delta x \gg R \quad (143)$$

Having found the gravitational self energy for a single sphere in superposition, we can sum up all such spheres in our cantilever (corresponding to the number of atoms, $N$), assuming that the distance $d$ between the nuclei is much larger than the superposition size such that the
gravitational interaction energy to all neighbouring spheres will be less than the contribution from the superposed sphere. We therefore obtain the final result

$$\Delta E = \frac{2Gmm_0}{R} \left( \frac{6}{5} - \frac{R}{\Delta x} \right)$$

(144)

with \( m = 10^{-12} \text{kg} \) being the mass of the cantilever and \( m_0 = 4.7 \times 10^{-26} \text{kg} \) the mass of a single silicon nucleus (the cantilever is made of silicon).

We are now left with choosing a reasonable value of \( R \). One could take the size of an atomic nucleus, \( R = 10^{-15} \text{m} \), which yields the timescale

$$\tau_{\text{col}} \approx 10 \text{ ms}$$

(145)

However, it is also plausible to take a “smeared” distribution due to quantum fluctuations, and assume \( R \) to be on the size of the ground state wavepacket of the cantilever, \( R = 10^{-13} \text{m} \). This yields

$$\tau_{\text{col}} \approx 1 \text{ s}$$

(146)

Even some other value of \( R \) might be reasonable, when estimating quantum fluctuations or even considering gluons. The results are therefore highly ambiguous, since they depend on the exact details of the mass distribution on a quantum level. This is an additional uncertainty, apart from the vague prediction given by (134). It is interesting to note though that the experiment at hand is already close to probing the regime given by the estimate in eqn. (145). Any experimental advancement in the future will allow to probe a whole range of regimes in which a gravitationally induced collapse can take place. However, to pursue an exact theoretical prediction is currently not feasible.
7 Summary and Outlook

The prospect of probing quantum mechanics in an entirely new regime, testing its limits and investigating possible effects of quantum gravitational nature were the motivation for this theoretical study of a highly promising experiment.

We have first outlined the idea for a possible gravitationally induced collapse of the wavefunction, which is a candidate for explaining the quantum-classical transition. We also presented a thorough analysis of the proposed setup, in which a single photon is put into a superposition in an interferometer. In only one arm the photon is coupled through the photon pressure to a tiny cantilever. This cantilever is displaced, and observing the quantum interference of the photon when the two photon states from the two arms are combined provides a way of probing a quantum superposition state of the cantilever. We discussed in detail the states of the photon, the cantilever and the entanglement between those two, showing that observing the interferometric visibility when the cantilever is cooled to the ground state amounts to measuring the optomechanical entanglement. A reduction and a subsequent revival of the interferometric visibility thus corresponds to a periodic entanglement in the system which results in the cantilever to be in a superposition state.

For finite cantilever temperatures we showed that the interpretation of the interferometric visibility becomes more difficult. A reduction induced by entanglement is masked by a statistical phase averaging. To get an idea of the tolerable temperatures, such that one can convincingly infer a quantum effect of the cantilever from the interferometric data, we used a Wigner function analysis in phase space. By quantifying the non-classicality of the cantilever using the negativity of the Wigner function we showed that an unambiguous demonstration of a quantum superposition requires the cantilever to be close to its ground state. We also showed that higher cantilever temperatures can be tolerable if the optomechanical coupling can be increased. Further research on quantifying non-classicality in mixed states could provide a higher bound on the tolerable temperatures. One could think of using a different way to quantify non-classicality, such as using an entanglement measure for mixed states [73] or computing the quantum discord [74] for the system at hand. These are current research topics in quantum information science and future new insights might provide a better way of understanding quantum and classical correlations in the system.

We also discussed the effect of the environment on the outcome of the experiment, and computed the decoherence times for different possible influences of the bath. First, we completely solved the dynamical evolution of the system when it is dissipatively coupled to a zero temperature bath, generalizing the previous results to an amplitude damped system. We showed that pure dissipation yields a decoherence of the superposition with a timescale on the order of the damping rate. It is independent of the details of the creation of the superposition and also independent of the initial temperature of the cantilever. This result allowed us to generalize the decoherence timescale to include thermal fluctuations when the cantilever is coupled to a finite temperature bath (such as the bulk to which the cantilever is attached or to other cantilever modes). The resulting decoherence time is close to what an exact solution of a finite temperature master equation yields [39], with the difference being a numerical factor of order 1. We then also calculated the effect of a scattering environment and computed the dependence of the decoherence time on the system parameters. We showed that for a reasonable vacuum the decoherence rate due to Helium molecules in the setup can be neglected in comparison to decoherence due to thermal fluctuations within the bulk and the cantilever. We have thus covered any possible influence of an interaction with bosonic particles. However, it is still an
open question how a fermionic environment would influence the coherence of the superposition. This might be important when taking into account the defects within the amorphous silicon cantilever, and is a current research topic in the study of mechanical stability, open quantum systems and nanoelectromechanical systems [75, 76].

Finally, we have presented an outlook of testing a gravitationally induced collapse with the current setup. The vague estimate of the collapse timescale and the ambiguity in choosing a realistic mass distribution for matter don’t allow for a precise prediction of the collapse timescale, and the possible results can vary by many orders of magnitude. However, we showed that the current experiment is close to a regime in which some models predict a collapse. It could also shed light on other proposals for a wavefunction collapse [77] and the nature of the quantum-classical transition [65, 78]. The experiment therefore serves as a first realistic attempt to start probing the border line between quantum mechanics, classical physics and gravity in an optomechanical setup.


A Appendices

A.1 Review of Coherent States

We briefly review coherent states and their properties, which are tantamount for the discussion of the experiment at hand. Coherent states most closely resemble a classical harmonic oscillator in accordance with the uncertainty principle and are also eigenstates of the annihilation operator, \( \hat{c} \). Let us denote a coherent state by \( |\alpha\rangle \). As stated above, they have the property:

\[
\hat{c}|\alpha\rangle = \alpha|\alpha\rangle \quad (147)
\]

We can also write a coherent state in terms of a displacement of the vacuum state:

\[
|\alpha\rangle = \hat{D}(\alpha)|0\rangle = e^{\frac{i\alpha^\ast - \alpha\sqrt{n!}}{2!}}|n\rangle \quad (148)
\]

where \( \hat{D}(\alpha) \) is the displacement operator. With the BCH-expansion (see eqn. (162)) we can also easily derive the following relation for the product of two displacement operators:

\[
\hat{D}(\alpha)\hat{D}(\beta) = e^{i\text{Im}[\alpha\beta\ast]}\hat{D}(\alpha + \beta) \quad (149)
\]

Coherent states are not orthogonal states. The inner product of two coherent states is a finite number given by

\[
\langle \alpha | \beta \rangle = e^{-\frac{1}{2}(|\alpha|^2 + |\beta|^2)}\sum_{n=0}^{\infty} \frac{(\alpha^\ast)^n \beta^n \sqrt{n!}}{n!} \langle n | n \rangle \quad (150)
\]

Note that

\[
|\alpha - \beta|^2 = |\alpha|^2 + |\beta|^2 - \alpha^\ast \beta - \alpha \beta^\ast = |\alpha|^2 + |\beta|^2 - 2\alpha^\ast \beta + 2\text{Im}[\alpha^\ast \beta] \quad (151)
\]

Thus we can write the inner product between two coherent states as

\[
\langle \alpha | \beta \rangle = e^{-\frac{1}{2}(|\alpha|^2 + |\beta|^2)} e^{\alpha^\ast \beta} = e^{-\frac{1}{2}(|\alpha - \beta|^2)} e^{i\text{Im}[\alpha^\ast \beta]} \quad (152)
\]

We can see that although the coherent states are not orthogonal, their inner product tends to 0 as the distance between two coherent states increases.

Coherent states also comprise a complete basis with the completeness relation

\[
\frac{1}{\pi} \int d^2\alpha |\alpha\rangle \langle \alpha | = 1 \quad (153)
\]

which can easily be checked by expressing them in terms of the usual Fock states, eqn. (148). In this way, any arbitrary state can be expressed in terms of coherent states. The non-orthogonality of coherent states makes them over-complete such that the representation is not unique.
A.2 Optomechanical Coupling $\kappa$

We follow Pace et al. [79] to derive the linear optomechanical constant $\kappa$ in terms of the system parameters.

A single mode light field in a cavity is described by $\hat{H} = \hbar \omega_a \hat{a} \hat{a}^\dagger$. Resonance in the cavity implies that the light field frequency can only have the values

$$\omega_a = \frac{n}{2} \omega_0$$  \hspace{1cm} (154)$$

where $n$ is a positive integer and $\omega_0 = 2\pi c/L$ is the cavity frequency, with the total cavity length $L$. However, the moving mirror due to the photon pressure changes the cavity length, and the fundamental cavity frequency is reduced. If the mirror has moved by $x$, the Hamiltonian becomes

$$\hat{H} = \hbar \frac{n}{2} \frac{2\pi c}{L + x} \hat{a}^\dagger \hat{a}$$  \hspace{1cm} (155)$$

Writing the Hamiltonian in terms of the original frequency $\omega_0$ and expanding in the small parameter $x/L$ we get:

$$\dot{\hat{H}} = \hbar \frac{\omega_a}{L + x} \frac{\omega_0}{\omega_c} (\hat{a}^\dagger \hat{a} - \hat{a} \hat{a}^\dagger)$$  \hspace{1cm} (156)$$

We now quantize the position of the mirror: $x \rightarrow \hat{x} = \sqrt{\hbar/2m \omega_c} (\hat{c} + \hat{c}^\dagger)$ which yields

$$\dot{\hat{H}} = \hbar \omega_a \hat{a}^\dagger \hat{a} - \hbar \omega_c \hat{a} \hat{a}^\dagger (\hat{a} + \hat{a}^\dagger) \frac{\omega_0}{\omega_c} \frac{\hbar}{2m \omega_c} (\hat{c} + \hat{c}^\dagger)$$  \hspace{1cm} (157)$$

and hence the linear and dimensionless optomechanical coupling $\kappa$ is given by

$$\kappa = \frac{\omega_a}{\omega_c} \frac{1}{L \sqrt{\hbar/2m \omega_c}}$$  \hspace{1cm} (158)$$

such that

$$\dot{\hat{H}} = \hbar \omega_a \hat{a}^\dagger \hat{a} - \hbar \omega_c \kappa \hat{a}^\dagger \hat{a} (\hat{c} + \hat{c}^\dagger)$$  \hspace{1cm} (159)$$

In this derivation we have assumed that there is only one significant cavity mode and that the mirror displacement $x$ is small compared to the cavity length $L$. The mirror displacement is also slow compared to the roundtrip time of the photon in the cavity, since we have not taken into account the Doppler-scattering of the photon into other cavity modes. This adiabatic approximation is valid when the wavelength of the photon is much larger than the mirror displacement $x$.

A.3 Unitary Evolution Operator

We would like to cast the time evolution operator in the form (3). This is done in several steps. With the Hamiltonian (1) the time evolution is given by (ignoring the phase factor $e^{-i\omega_a t/\hbar}$ for the photon in arm B):

$$\hat{U} = e^{-i\omega_a \hat{a}^\dagger \hat{a}} e^{-i\omega_c \hat{c}^\dagger \hat{c} + i\omega_c \hat{a}^\dagger \hat{a} (\hat{c} + \hat{c}^\dagger)}$$  \hspace{1cm} (160)$$
We now make use of the unitary transformation operator as proposed in [80]:

\[ \hat{S} = e^{\kappa \hat{a}^{\dagger} \hat{a}(\hat{c} - \hat{c}^{\dagger})} \]

(161)

Its action on the system operators can be easily found with the help of the well-known Baker-Cambell-Hausdorff relation

\[ e^A B e^{-A} = B + [A, B] + \frac{1}{2} [A, [A, B]] + \frac{1}{3} [A, [A, [A, B]]] + \ldots \]

(162)

Here we use \( \hat{A} = \kappa \hat{a}^{\dagger} \hat{a}(\hat{c} - \hat{c}^{\dagger}) \) and \( \hat{B} = \hat{c} \) or \( \hat{B} = \hat{c}^{\dagger} \). Note that \([\kappa \hat{a}^{\dagger} \hat{a}(\hat{c} - \hat{c}^{\dagger}), \hat{c}] = [\kappa \hat{a}^{\dagger} \hat{a}(\hat{c} - \hat{c}^{\dagger}), \hat{c}^{\dagger}] = \kappa \hat{a}^{\dagger} \hat{a} \) and all other nested commutators in (162) vanish. Thus:

\[ \hat{S}\hat{c}\hat{S}^{\dagger} = \hat{c} + \kappa \hat{a}^{\dagger} \hat{a} \]

(163)

\[ \hat{S}\hat{c}^{\dagger}\hat{S}^{\dagger} = \hat{c}^{\dagger} + \kappa \hat{a}^{\dagger} \hat{a} \]

and \( \hat{a}^{\dagger} \hat{a} \) remains unchanged. We now write

\[ \hat{U} = \hat{S}^{\dagger} \hat{S} e^{-i \omega \hat{a}^{\dagger} \hat{a} t} e^{-i \omega \hat{c}^{\dagger} \hat{c} t + i \kappa \omega \hat{a}^{\dagger} \hat{a}(\hat{c} + \hat{c}^{\dagger}) t} \hat{S} \]

(164)

The next step is to switch the last two terms in the above expression. Using again the BCH-relation (162) with \( \hat{A} = -i \omega \hat{c}^{\dagger} \hat{c} t \) and \( \hat{B} = \hat{c} - \hat{c}^{\dagger} \) we get:

\[ e^{-i \omega \hat{c}^{\dagger} \hat{c} t} \hat{c} = \hat{c} e^{i \omega \hat{c}^{\dagger} \hat{c} t} - \hat{c}^{\dagger} e^{-i \omega \hat{c}^{\dagger} \hat{c} t} \]

(165)

and hence

\[ e^{-i \omega \hat{c}^{\dagger} \hat{c} t} \hat{S} = e^{-\kappa \hat{a}^{\dagger} \hat{a}(\hat{c} e^{i \omega \hat{c}^{\dagger} \hat{c} t} - \hat{c}^{\dagger} e^{-i \omega \hat{c}^{\dagger} \hat{c} t})} \]

(166)

Finally, we combine the above exponentials with \( \hat{S}^{\dagger} \) by using the BCH formula once more and obtain the final result

\[ \hat{U} = e^{-i \omega \hat{a}^{\dagger} \hat{a} t} e^{i \kappa (\hat{a}^{\dagger} \hat{a})^{2} (\omega t - \sin(\omega t))} e^{\kappa \hat{a}^{\dagger} \hat{a}(\hat{c}^{\dagger} e^{i \omega \hat{c}^{\dagger} \hat{c} t} - \hat{c} e^{-i \omega \hat{c}^{\dagger} \hat{c} t})} \]

(167)

### A.4 Photon States at the Output Ports

We calculate the quantum states of the photon in the output ports A and B. The setup is schematically shown in figure 14. For clarity, the cavities in both arms are not drawn and the single beam splitter through which the photon passes once from the front and once from the back side is represented by two different beam splitters \( B_1 \) and \( B_2 \). Note that the setup as represented here is equivalent to a Mach-Zehnder interferometer with one moving mirror. The evolution operators \( \hat{U}_A \) and \( \hat{U}_B \) give the evolution of the state in arm A or arm B only.

The states of the output light fields can be found if the input states are given in terms of creation operators acting on a vacuum state. These operators are then expressed in terms of the creation operators of the output field, taking into account the actions of the optical elements in the setup.
Let us first look at the action of a beam splitter on an incoming light field. Two input modes, described by the operators $\hat{a}$ and $\hat{b}$, are transformed through transmission and reflection into the outgoing field modes $\hat{A}$ and $\hat{B}$. This action is described by the unitary matrix $S$ [38]

$$
S = \begin{pmatrix}
t & r \\r & t
\end{pmatrix}
$$

with $t$ and $r$ being the transmission and the reflection coefficients, respectively. For a lossless 50-50 beam splitter, the coefficients can be written as $t = ir = i/\sqrt{2}$ (we use a different convention than in [38]). Thus the two output field operators $\hat{A}$ and $\hat{B}$ are given in terms of the two input operators $\hat{a}$ and $\hat{b}$ as

$$
\begin{pmatrix}
\hat{A} \\ \hat{B}
\end{pmatrix} = S \begin{pmatrix}
\hat{a} \\ \hat{b}
\end{pmatrix}
$$

The inversion of the symmetric and unitary matrix $S$ simply yields the same relation just with the operators replaced by their hermitian conjugates. We thus find that a single beam splitter yields

$$
\hat{a}^\dagger = t\hat{A}^\dagger + r\hat{B}^\dagger \\
\hat{b}^\dagger = r\hat{A}^\dagger + t\hat{B}^\dagger
$$

These relations allow us to write the input state in terms of the output states. If only one beam enters the beam splitter, we still have to include the vacuum state of the second input mode to have a consistent description.

---

Figure 14: Schematic drawing of the setup. The input photon, characterized by $\hat{a}^\dagger$, is split between the two arms. In one of the arms the photon passes a phase modulator and is entangled with the mirror. In the other arm, the photon is simply reflected. The pulse is then recombined and a photon state is measured by detectors $A$ and $B$, represented by $\hat{A}^\dagger$ and $\hat{B}^\dagger$, respectively.
The action of a phase modulator in one of the arms can be simply described by

$$\Theta = \begin{pmatrix} e^{-i\theta} & 0 \\ 0 & 1 \end{pmatrix}$$ (171)

In our setup we also need to include the evolution of the mirror on the cantilever, since it becomes entangled with the photon state. We describe the unitary evolution of the total system by

$$U = \begin{pmatrix} e^{-i\hat{H}_A t/\hbar} & 0 \\ 0 & e^{-i\hat{H}_B t/\hbar} \end{pmatrix} = \begin{pmatrix} \hat{U}_A & 0 \\ 0 & \hat{U}_B \end{pmatrix}$$ (172)

with $$\hat{H}_A = \hbar \omega_a \hat{a}^\dagger \hat{a} + h \omega_c \hat{c}^\dagger \hat{c} - h \omega_c \kappa \hat{a}^\dagger \hat{a} (\hat{c} + \hat{c}^\dagger)$$ and $$\hat{H}_B = \hbar \omega_a \hat{b}^\dagger \hat{b} + h \omega_c \hat{c}^\dagger \hat{c}$$ being the time evolution operators in arms A and B, respectively.

We now have all elements in the setup as illustrated in figure 14. The input modes in terms of the detector modes can now be written as

$$\begin{pmatrix} \hat{a}^\dagger \\ \hat{b}^\dagger \end{pmatrix} = S_1 \Theta U S_2 \begin{pmatrix} \hat{A}^\dagger \\ \hat{B}^\dagger \end{pmatrix} = \begin{pmatrix} t & r \\ r & t \end{pmatrix} \begin{pmatrix} e^{-i\theta} & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} \hat{U}_A & 0 \\ 0 & \hat{U}_B \end{pmatrix} \begin{pmatrix} r & t \\ t & r \end{pmatrix} \begin{pmatrix} \hat{A}^\dagger \\ \hat{B}^\dagger \end{pmatrix}$$ (173)

$$= t^2 \begin{pmatrix} i(\hat{U}_B + e^{-i\theta} \hat{U}_A) & \hat{U}_B - e^{-i\theta} \hat{U}_A \\ \hat{U}_B - ie^{-i\theta} \hat{U}_A & i(\hat{U}_B + e^{-i\theta} \hat{U}_A) \end{pmatrix} \begin{pmatrix} \hat{A}^\dagger \\ \hat{B}^\dagger \end{pmatrix}$$

Here we used $$t = i r$$ and interchanged the transmission and reflection in the last beam splitter to take into account that both beam splitters are actually the same but with the photon entering from two different sides. We use $$r = 1/\sqrt{2}$$ and the initial input state

$$|in\rangle = \hat{a}^\dagger |0,0\rangle_{ab} |\beta\rangle_c$$ (174)

The input mode $$\hat{a}^\dagger$$ becomes

$$\hat{a}^\dagger = \frac{1}{2} i \hat{A}^\dagger \left( \hat{U}_B + e^{-i\theta} \hat{U}_A \right) + \frac{1}{2} \hat{B}^\dagger \left( \hat{U}_B - e^{-i\theta} \hat{U}_A \right)$$ (175)

Using this relation in the input field equation (174) we get the full output state of the combined photon-cantilever system at the detectors:

$$|out\rangle = |1\rangle_{DA} \frac{1}{2} e^{-i\omega t} \left( |\Phi_0\rangle_c + e^{i\varphi(t) - i\theta} |\Phi_1\rangle_c \right) + |1\rangle_{DB} \frac{1}{2} e^{-i\omega t} \left( |\Phi_0\rangle_c - e^{i\varphi(t) - i\theta} |\Phi_1\rangle_c \right)$$ (176)

Comparison with eq. (18) indeed shows that up to a phase $$i$$ between the two detectors (which can be neglected, since it is an overall phase of the cantilever wavefunction) the detector states $$|1\rangle_{DA}$$ and $$|1\rangle_{DB}$$ are given in terms of the photon states as in eq. (17), i.e.

$$|1\rangle_{DA} = |+\rangle = \frac{1}{\sqrt{2}} \left( |0,1\rangle + e^{i\theta} |1,0\rangle \right)$$

$$|1\rangle_{DB} = |-\rangle = \frac{1}{\sqrt{2}} \left( |0,1\rangle - e^{i\theta} |1,0\rangle \right)$$ (177)
A.5 Exact Solution of the Master Equation Describing a Dissipative Cantilever

We will present here an exact solution to the master equation used in section 5.3:

\[ \frac{d\hat{\rho}(t)}{dt} = -\frac{i}{\hbar}[\hat{H}, \hat{\rho}] + \frac{\gamma}{2} \left( 2\hat{\epsilon} \hat{\rho} \hat{c}^\dagger - \hat{c}^\dagger \hat{\epsilon} \hat{\rho} - \hat{\rho} \hat{c}^\dagger \hat{c} \right) \]  

(178)

First, we split the above differential equation into two parts:

\[ \frac{d\hat{\rho}^{(1)}}{dt} = -\frac{i}{\hbar}[\hat{H}, \hat{\rho}] \]

\[ \frac{d\hat{\rho}^{(2)}}{dt} = \frac{\gamma}{2} \left( 2\hat{\epsilon} \hat{\rho} \hat{c}^\dagger - \hat{c}^\dagger \hat{\rho} \hat{c} - \hat{\rho} \hat{c}^\dagger \hat{c} \right) \]

(179)

For an initial state \( \hat{\rho}^{(1)}(0) \) the solution for the unitary part is, as found in section 3.3:

\[ \hat{\rho}^{(1)} = \hat{U}(t)\hat{\rho}^{(1)}(0)\hat{U}^\dagger(t) \]

(180)

with \( \hat{U}(t) \) given by (5).

The solution to the dissipative part (which acts only on the cantilever) is for initial cantilever coherent states \( \hat{\rho}^{(2)}(0) = |\alpha\rangle\langle\beta| \) known to be [81]:

\[ \hat{\rho}^{(2)} = \langle\beta| \alpha\rangle^{1-e^{-\gamma t}} |\alpha e^{-\gamma t/2}\rangle \langle\beta e^{-\gamma t/2}| \]

(181)

We now make an Ansatz for the solution of the full master equation, (80). We can safely assume that any photon number state entering the cavity will not be altered, since the dissipative part acts only on the cantilever. Also, the photon pressure drives the cantilever into a coherent state, as we have seen previously. This will depend on the amount of photons in the cavity. The damping terms also result in coherent states, thus we know that the time evolved cantilever state will be some coherent state depending on the photon number state in the cavity. Our Ansatz is then given by

\[ \hat{\rho}(t) = \sum_{n,m} \rho_{nm}(t)|n\rangle\langle m| \otimes |\Phi_n(\gamma, t)\rangle\langle\Phi_m(\gamma, t)| \]

(182)

Our goal is to find the cantilever state amplitudes \( \Phi_n(\gamma, t) \) and the coefficients \( \rho_{nm}(t) \). Of course, in our case we have only a single photon in the cavity, thus \( n \) and \( m \) can take on the values 0 or 1. However, we can keep the discussion general for now.

The above Ansatz has the advantage that we can treat each element \( \rho_{nm}(t)|n\rangle\langle m| \otimes |\Phi_n(\gamma, t)\rangle\langle\Phi_m(\gamma, t)| \) seperately and perfom the sum over all matrix elements of the density matrix later, since they do not depend on each other. We will now calculate the exact state and the coefficients by applying the unitary evolution (180) and the non-unitary evolution (181) in turns for small timesteps \( \Delta t \). Such a method has been used by Bose et al. [19], but in our treatment we correct some errors found in their result and include the effect of finite cantilever temperatures.

First, let us consider the effect of an infinitesimal unitary evolution (5) on a system state (omitting the phase \( e^{-i\omega_c t} \) resulting from the photon in arm A and which gets cancelled in the density matrix by the photon being in arm B):

\[ \hat{U}(\Delta t)|n\rangle|\beta| = e^{i\kappa n^2(\omega_c\Delta t - \sin \omega_c\Delta t)} e^{i\kappa n\Im[\beta(1 - e^{-i\omega_c \Delta t})]|n\rangle|\beta e^{-i\omega_c \Delta t} + \kappa n(1 - e^{-i\omega_c \Delta t})} \]

\[ \approx e^{i\kappa n\Im[\beta \omega_c \Delta t]} |n\rangle|\beta(1 - i\omega_c \Delta t) + \kappa n i\omega_c \Delta t)\rangle \]

\[ \approx \left( 1 + i\kappa n\omega_c \Delta t \Im[\beta] \right) |n\rangle|\beta(1 - i\omega_c \Delta t) + \kappa n i\omega_c \Delta t)\rangle \]

(183)
With the Ansatz (182) we find from (180) the unitary infinitesimal increment of the density matrix:

\[
\hat{\rho}_{nm}^{(1)}(t + \Delta t) = \hat{\rho}_{nm}^{(1)}(t) \left(1 + i\kappa \omega_c \Delta t \text{Im} [i (n\Phi_n(\gamma, t) - m\Phi_m(\gamma, t))] \right) |n\rangle \langle m| \otimes \\
\otimes \Phi_n(\gamma, t)(1 - i\omega_c \Delta t + \kappa m i \omega_c \Delta t))\langle \Phi_m(\gamma, t)|1 - i\omega_c \Delta t + \kappa m i \omega_c \Delta t| \right)
\]  

(184)

Similarly, we find the infinitesimal non-unitary evolution from (181):

\[
\hat{\rho}_{nm}^{(2)}(t + \Delta t) = \hat{\rho}_{nm}^{(2)}(t) \left(1 - \frac{\gamma}{2} \left(|\Phi_n(\gamma, t) - \Phi_m(\gamma, t)|^2 - 2i\text{Im}[\Phi_n(\gamma, t)\Phi_m^*(\gamma, t)] \right) \Delta t \right) \times \\
\times |n\rangle \langle m| \otimes |(1 - \frac{\gamma}{2} \Delta t)\Phi_n(\gamma, t)\rangle ((1 - \frac{1}{2} \gamma \Delta t)\Phi_m(\gamma, t) | \right)
\]  

(185)

We are now able to construct differential equations for the coherent state amplitudes \(\Phi_n(\gamma, t)\) and for the coefficients \(\rho_{nm}(t)\).

For the amplitudes, we add the contributions for \(\Phi_n^{(1)}(\gamma, t + \Delta t)\) and for \(\Phi_n^{(2)}(\gamma, t + \Delta t)\) from the above equations (184) and (185), and use \(\Phi_n^{(1)}(\gamma, t) = \Phi_n^{(2)}(\gamma, t) = \Phi_n(\gamma, t)\). Taylor expanding and setting \(d\Phi_n(\gamma, t) = d\Phi_n^{(1)}(\gamma, t) + d\Phi_n^{(2)}(\gamma, t)\) we get

\[
\frac{d\Phi_n(\gamma, t)}{dt} = -(i\omega_c + \frac{\gamma}{2})\Phi_n(\gamma, t) + i\kappa \omega_c n
\]  

(186)

We can easily solve this linear differential equation by the method of inhomogeneous parameters and obtain for an initial coherent state \(|\beta\rangle\) the coherent state amplitude at time \(t\):

\[
\Phi_n(\gamma, t) = \frac{i\kappa \omega_c n}{i\omega_c + \frac{\gamma}{2}} \left(1 - e^{-(i\omega_c + \gamma/2)t}\right) + \beta e^{-(i\omega_c + \gamma/2)t}
\]  

(187)

This is a direct generalization of the states in (9) for a damped oscillator and reduces to the previous result for \(\gamma \to 0\). It shows that the amplitudes of the cantilever oscillations are damped by the rate \(\gamma\).

We now proceed to calculate the coefficients \(\rho_{nm}(t)\). As for the state amplitudes, we construct a differential equation by summing up the contributions from (184) and (185). This yields

\[
\frac{d\rho_{nm}(t)}{dt} = \rho_{nm}(t) \left(i\kappa \omega_c \text{Im} [i (n\Phi_n - m\Phi_m)] - \frac{\gamma}{2} \left(|\Phi_n - \Phi_m|^2 - 2i\text{Im}[\Phi_n\Phi_m^*]\right) \right)
\]  

(188)

which can easily be solved. The result is

\[
\rho_{nm}(t) = \rho_{nm}(0)e^{i\kappa \omega_c \int_0^t dt' \text{Im}[i(n\Phi_n - m\Phi_m)]} e^{-\frac{\gamma}{2} \int_0^t dt' (|\Phi_n - \Phi_m|^2 - 2i\text{Im}[\Phi_n\Phi_m^*])}
\]  

(189)

with \(\Phi_n(\gamma, t')\) given by (187). We have therefore found the full solution of the master equation (80) describing a dissipative cantilever in our setup.

To be more explicit, we can compute the integrals in the above expression for the case \(n = 1, m = 0\) which corresponds to our setup where we have only a single photon in the cavity.
For the dissipative parts we get

\[
\begin{align*}
\int_0^t dt' \omega_c \Im [i\Phi_1(\gamma, t')] &= \\
= i\kappa \Im \left[ \frac{i\kappa \omega_c^2}{\omega_c^2 + \frac{\gamma^2}{4}} \left\{ \omega_c t + \frac{\Im}{\omega_c^2 + \frac{\gamma^2}{4}} \left[ \left( \frac{\omega_c^2}{4} - \frac{\gamma^2}{2} \right) \left( 1 - e^{-i(\omega_c + \gamma/2)t} \right) \right] \right\} \right] \\
&+ i \Im \left[ \frac{\beta \kappa \omega_c}{\omega_c^2 + \frac{\gamma^2}{4}} \left( \omega_c + \frac{i\gamma}{2} \right) \left( 1 - e^{-i(\omega_c + \gamma/2)t} \right) \right]
\end{align*}
\]  
(190)

For the dissipative parts we get

\[
\begin{align*}
-\frac{\gamma}{2} \int_0^t dt' \langle |\Phi_1(\gamma, t') - \Phi_0(\gamma, t')|^2 \rangle &= \\
= -\frac{\gamma}{2} \int_0^t dt' \left| \frac{i\kappa \omega_c}{\omega_c + \frac{\gamma^2}{4}} \left( 1 - e^{-i(\omega_c + \gamma/2)t} \right)^2 \right|^2 \\
= -\frac{\gamma^2}{2} \int_0^t dt' \frac{\kappa^2 \omega_c^2}{\omega_c^2 + \frac{\gamma^2}{4}} \left( 1 + e^{-\gamma t'} - 2e^{-\frac{\gamma}{2}t} \cos \omega_c t' \right)
\end{align*}
\]  
(191)

and

\[
\begin{align*}
i\gamma \int_0^t dt' \Im [\Phi_1(\gamma, t')\Phi_0^*(\gamma, t')] &= \\
= i\gamma \int_0^t dt' \Im \left[ \frac{\beta \kappa \omega_c}{\omega_c^2 + \frac{\gamma^2}{4}} \left( \omega_c + \frac{i\gamma}{2} \right) \left( e^{-\frac{\gamma}{2}t} - e^{-\gamma t} \right) \right]
\end{align*}
\]  
(192)

Combining the three integrals (190), (191) and (192) in (189) and plugging the result into (182) we get the final expression for the density matrix of the damped cantilever:

\[
\dot{\rho}(\gamma, t) = \frac{1}{2} |0\rangle \langle 0 | \otimes \rho(\gamma, t) + \frac{1}{2} |1\rangle \langle 1 | \otimes \rho(\gamma, t) + \\
+ \frac{1}{2} e^{-D(\gamma, t)} e^{-i\Phi_0(\gamma, t) - i\Phi_1(\gamma, t)} |0\rangle \langle 0 | \otimes \Phi_0(\gamma, t) \langle \Phi_1(\gamma, t) | + \\
+ \frac{1}{2} e^{-D(\gamma, t)} e^{i\Phi_0(\gamma, t) + i\Phi_1(\gamma, t)} |1\rangle \langle 1 | \otimes \Phi_1(\gamma, t) \langle \Phi_0(\gamma, t) | 
\]  
(193)
with

\[ \Phi_n(\gamma, t) = \frac{i \kappa \omega_c n}{\bar{\omega_c} + \frac{\gamma^2}{4}} \left( 1 - e^{-(i \omega_c + \frac{\gamma}{2})t} \right) + \beta e^{-(i \omega_c + \frac{\gamma}{2})t} \]

\[ \varphi_0(\gamma, t) = \frac{\kappa^2 \omega_c^2}{\bar{\omega_c}^2 + \frac{\gamma^2}{4}} \left\{ \omega_c t - \frac{1}{\omega_c} \left[ \left( \frac{\omega_c^2 - \gamma^2}{4} \right) e^{-\frac{\gamma^2}{4} t} \sin \omega_c t + \gamma \omega_c e^{-\frac{\gamma^2}{4} t} \cos \omega_c t - 1 \right] \right\} \]

\[ \varphi_\beta(\gamma, t) = \operatorname{Im} \left[ \frac{\beta \kappa \omega_c}{\bar{\omega_c}^2 + \frac{\gamma^2}{4}} \left( \left( \omega_c - \frac{i \gamma}{2} \right) (1 - e^{-\gamma t}) + \left( \omega_c + \frac{3 \gamma}{2} \right) (1 - e^{-\left( \frac{3 \gamma}{2} + i \omega_c \right) t}) \right) \right] \]

\[ D(\gamma, t) = \frac{\kappa^2 \omega_c^2}{2 \left( \bar{\omega_c}^2 + \frac{\gamma^2}{4} \right)} \left\{ \gamma t + 1 - e^{-\gamma t} + \frac{\gamma^2 \left( e^{-\frac{\gamma^2}{4} t} \cos \omega_c t - 1 \right) - 2 \gamma \omega_c e^{-\frac{\gamma^2}{4} t} \sin \omega_c t}{\bar{\omega_c}^2 + \frac{\gamma^2}{4}} \right\} \]

(194)

Note that the state amplitudes \( \Phi_n(\gamma, t) \) and the phase factor \( \varphi(\gamma, t) = \varphi_0(\gamma, t) + \varphi_\beta(\gamma, t) \) reduce to the undamped values (9) for \( \gamma \to 0 \). The damping factor \( D(\gamma, t) \) reduces the off-diagonal elements of the density matrix and is thus responsible for decoherence due to dissipation. We see therefore that a dissipative cantilever causes decoherence even when the bath is effectively at zero temperature, as was the case in this model.

We now compute the effect of dissipation on the interferometric visibility, \( v(\gamma, \bar{n}, t) = 2|\rho(\gamma, \bar{n}, t)_{01}^{(Ph)}| \) for finite initial temperatures of the cantilever. Taking the trace over the cantilever states in (193) we get an extra factor for the off-diagonal elements due to the non-orthogonality of coherent states:

\[
\langle \Phi_0(\gamma, t) | \Phi_1(\gamma, t) \rangle = \exp \left\{ -\frac{1}{2} |\Phi_1(\gamma, t) - \Phi_0(\gamma, t)|^2 + i \operatorname{Im}[\Phi_1(\gamma, t) \Phi_0^*(\gamma, t)] \right\} \]

\[ = \exp \left\{ -\frac{\kappa^2 \omega_c^2}{2 \left( \bar{\omega_c}^2 + \frac{\gamma^2}{4} \right)} \left( 1 + e^{-\gamma t} - 2 e^{-\frac{\gamma^2}{4} t} \cos \omega_c t \right) + i \operatorname{Im} \left[ \frac{\beta \kappa \omega_c}{\bar{\omega_c}^2 + \frac{\gamma^2}{4}} \left( \omega_c - \frac{i \gamma}{2} \right) \left( e^{-\gamma t} - e^{-\left( \frac{3 \gamma}{2} + i \omega_c \right) t} \right) \right] \right\} \]

(195)

Combining the \( \beta \)-dependent part with \( \varphi_\beta(\gamma, t) \) we find the phase factor of \( \rho(\gamma, \beta, t)_{01}^{(Ph)} \) to be \( e^{i \operatorname{Im}[\zeta(\gamma, t)]} \) with

\[ \zeta(\gamma, t) = \frac{\kappa \omega_c^2}{\omega_c^2 + \frac{\gamma^2}{4}} \left( 2 \omega_c + i \gamma \right) \left( 1 - e^{-\left( \frac{3 \gamma}{2} + i \omega_c \right) t} \right) \]

(196)

We can perform the thermal averaging as in the previous chapters by noting that

\[ \frac{1}{\pi n} \int d^2 \beta e^{-|\beta|^2 / \bar{n}} e^{i \operatorname{Im}[\beta \zeta(\gamma, t)]} = e^{\frac{n}{2} |\zeta(\gamma, t)|^2 / 4} \]

(197)

Thus we get the final result for the interferometric visibility:

\[ v(\gamma, \bar{n}, t) = \exp \left\{ -D(\gamma, t) - \frac{\kappa^2 \omega_c^2}{2 \left( \bar{\omega_c}^2 + \frac{\gamma^2}{4} \right)} \left( 1 + 2 \bar{n} \right) \left( 1 + e^{-\gamma t} - 2 e^{-\frac{\gamma^2}{4} t} \cos \omega_c t \right) \right\} \]

(198)

with \( D(\gamma, t) \) given in (194).
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